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Abstract:

Microsensor nodes is energy limited in sensor networks. If nodes had been stop in working, sensor network can't
acquire sensing data in that area as well as routing path though the sensor can't be available. So, it's important to
maximize the life of network in sensor network. In this paper, we look at communication protocol, which is
modified by LEACH(Low-Energy Adaptive Clustering Hierarclry). We extend LEACH's stochastic cluster-head
selection algorithm by a Position-based Selection (PB-Leach). This method is that the sink divides the topology into
several areas and cluster head is only one in an area. PB-Leach can prevent that the variance of the number of
Cluster-Head is large and Cluster-Heads are concentrated in specific area. Simulation results show that PB-Leach

performs better than leach by about 100 to 250%.
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1. INTRODUCTION

Advances in processor, memory, and radio technology
will enable small and cheap nodes capable of sensing,
communication, and computation. Networking
together hundreds or thousands of microsensor nodes
allows users to accurately monitor a remote
environment by intelligently combining the data from
the individual nodes.

Since both device and battery technologies have only
recently matured to the point where microsensor nodes
are feasible, this is a fairly new field of study.
Researchers have begun discussing not only the uses
and challenges facing sensor networks, but have also
been developing preliminary ideas as to how these
networks should function as well as the appropriate
low-energy architecture for the sensor nodes
themselves [9].

There have been some application-specific protocols
developed for microsensor networks. Clare et al
developed a time  division  muitiple-access
(TDMA)MAC protocol for low-energy operation [1].
Using a TDMA approach saves energy by allowing the
nodes to remain in the sleep state, with radios powered-
down, for a long time. Intanagonwiwat et al. developed
directed diffusion, a protocol that employs a data-driven
model to achieve low-energy routing [3]. The LEACH
protocol presented in [12] is an elegant solution to this
data collection problem where a small number of
clusters are formed in a self-organized manner.

Recently, there has been much work on “power-aware”
routing protocols for wireless networks [3]. In these
protocols, optimal routes are chosen based on the
energy at each node along the route. Routes that are
longer, but which use nodes with more energy than the
nodes along the shorter routes, are favored, helping
avoid “hot spots” in the network.

330

This paper proposes a modification of LEACH’s
cluster-head selection algorithm to reduce energy
consumption. For a microsensor network we make the
following assumptions:

- The sink is locateci far from the sensors and
immobile.

- All nodes in the network are homogenous
and energy-constrained

- All nodes know their own locations.

- All nodes are able to reach Sink.

- Symmetric propagation channel

- Cluster-heads perform data compression.
These assumptions are reasonable due to technological
advances in radio hardware and low-power computing.
The rest of the paper is organized as follows. Section 2
shows that xx. In section 3 a modification of LEACH
that Position Based LEACH is proposed. Simulation
results comparing original LEACH and Position Based
LEACH are presented in section 4. Section S
concludes the paper and discusses possible future
research directions.

2. RELATED WORK

Low-energy adaptive clustering hierarchy (LEACH) is
one of the most popular hierarchical routing
algorithms for sensor networks. The idea is to form
clusters of the sensor nodes based on the received
signal strength and use local cluster heads as routers to
the sink. This will save energy since the transmissions
will only be done by such cluster heads rather than all
sensor nodes. Optimal number of cluster heads is
estimated to be 5% of the total number of nodes. All
the data processing such as data fusion and
aggregation are local to the cluster. Cluster heads
change randomly over time in order to balance the
energy dissipation of nodes. This decision is made by
the node choosing a random number between 0 and 1.



The node becomes a cluster head for the current round
if the number is less than the following particular
threshold (Equations 1).
k
P()={N—-k *(rmod%)
0 : Cn=0
where Cj(t) is the indicator function determining
whether or not node i, N is the number of the nodes,
and k is the number of cluster heads.[2][3]
So, the nodes die randomly and dynamic clustering
increases lifetime of the system. While there are
advantages to using LEACH’s distributed cluster
formation algorithm, this protocol offers no guarantee
about the placement and/or number of cluster head
nodes.
The variance of the number of Cluster-Head is large at
ILEACH since each node elects itself to be a Cluster-
Head at the beginning of a round. When the number of
Cluster-Head is many, it is over 10% among all nodes
and when the number of Cluster-Head is small, it is
zero. Moreover, LEACH cause the problem that the
Cluster-Heads are concentrated in specific area, so this
problem cause a Cluster-Head to have many non-CH
nodes and the distance from non-CH nodes to Cluster-
Head is far in cluster.
As an example, consider the case of Fig.1. In the bad-
case-scenario cluster-heads are selected many in (a), in
() on the right-hand-side of the network.
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Fig. 1 bad-case-scenarios

Since the clusters are adaptive, obtaining a poor
clastering set-up during a given round will not greatly
affect overall performance. However, using a central
control algorithm to form the clusters may produce
better clusters by dispersing the cluster head nodes
throughout the network. This is the basis for LEACH-
centralized (LEACH-C), a protocol that uses a
centralized clustering algorithm and the same steady-
state protocol as LEACH. LEACH-C requires location
information of all nodes of the networks is only
available through GPS or a location-sensing technique,
such as triangulation which requires additional
communication among the nodes [2].

3. ENERGY CONSUMPTION MODEL
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Fig. 2 Radio energy dissipation model.

We use the same radio model as discussed in [2]. The
transmitter dissipates energy to run the radio
electronics and the power amplifier, and the receiver
dissipates energy to run the radio electronics, as shown
in Fig. 2. For the experiments described here, both the
free space (d2 power loss) and the multi-path fading
(d4 power loss) channel models were used, depending
on the distance between the transmitter and receiver.
Power control can be used to invert this loss by
appropriately setting the power amplifier—if the
distance is less than a threshold dO, the free space fs)
model is used; otherwise, the multi-path (mp) model is
used. Thus, to transmit an 1-bit message a distance d,
the radio expends

E. (l,d)=E

[E
IE

Tx-elec (l) + E (l’ d)

+lefsd2, d<d,
+lempd4 d<d,

Tx—amp

elec

elec
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and 1o receive this message, the radio expends:

ERx (l) = ERx—eler (l) = lEeler (3)

The electronics energy, Eelec, depends on factors such
as the digital coding, modulation, filtering, and
spreading of the signal, whereas the amplifier energy,
€fsd2 or €mpd4, depends on the distance to the
receiver and the acceptable bit-error rate.

In LEACH, the cluster formation algorithm was
created to ensure that the expected number of clusters
per round is k, a system parameter. We can analytically
determine the optimal value of k in LEACH using t1e
computation and communication energy mode s.
Assume that there are N nodes distributed uniformly in
an M*M region. If there are k clusters, there are on
average N/k nodes per cluster (one cluster head and
(N/k)-1 non-cluster head nodes). Each cluster hezd
dissipates energy receiving signals from the nodes,
aggregating the signals, and transmitting the aggrega:e
signal to the BS. Since the BS is far from the nodes,
presumably the energy dissipation follows tte
multipath model (d4 power loss). Therefore, tle
energy dissipated in the cluster head node during a
single frame 1s
Eey = lEelcr(iZ—_ l) +IEp, _]I\c_/+ IE o + lEmpd:)BS
4)

where dtoBS is the distance from the cluster head node
to the BS and we have assumed perfect data
aggregation.

Each non-cluster head node only needs to transmit its
data to the cluster head once during a frame.
Presumably the distance to the cluster head is small, so
the energy dissipation follows the Friss free-space
model (d2 power los: ). Thus, the energy used in each
non-cluster head node is

Enon—CH = IE + lEfsdtiCH

elec

&)
where dtoCH is the distance from the node to the
cjuster head..
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4. POSITION BASED LEACH

In this paper, we propose the method solving two
problems in order to increase the network lifetime. Fig
3 shows that the topology which is divided by 4 areas
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Fig. 3 The topology which is divided by 4 areas

The method is as follows.

- The sink divides the topology into several
areas and advertising nodes of the area
information.

- Each node memorizes information about its
area.

- Nodes decide whether each node is the
candidate of Cluster-Head at the beginning
of a round.

- Cluster Head nodes advertising with its area.

- After the candidates of Cluster-Head are
elected, the candidate of Cluster-Head which
1s first registered by Non-Cluster-Head node
is Cluster-Head.

- Each node in the cluster will forward the
data to head and the head relays the data to
Sink.

PB-Leach can prevent that the variance of the number
of Cluster-Head is large and Cluster-Heads are
concentrated in specific area. Unlike LEACH-C, PB~
Leach doesn’t require information about all nodes of
the networks at each round.

5. SIMULATION

We simulate to use energy consumption model in
section 3. We compare the original LEACH algorithm
with our PB-Leach. We used a 100-node network where
nodes were randomly distributed between (x=0, y=0)
and (x=100, y=100) with the BS at location (50, 175).
Each data message was 500 bytes long and the packet
header for each type of packet was 25 bytes long,.

The communication energy parameters are set as: E
= 50nJ/bit, € 10pl/bim®, and €,
0.0013pJ/bit/m*. The energy for data aggregation is set
as Epa = Snl/bit/signal. The cluster-head probability k
is set to 0.05 — about S nodes per round become
cluster-heads.

elec
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Fig. 4 System lifetime using Leach and PB-Leach
with 2 J/node

Fig. 4 illustrates simulation results of our sample
network. For FND (First Node Dies) a 200%
improvement is accomplished comparing the
algorithm of PB-Leach with LEACH. HNA (Half of

the Nodes Alive) improves by 150%. Furthermore,
LND(Last node dies) improves by 200%.
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Fig. 5 System lifetime using Leach and PB-Leach(4,6,9
areas) with 2 J/node

we carried out the simulation by how the area is
divided into 4, 6, and 9. Fig. 5 shows the number of
the nodes alive over time. The more the area is
divided, the slower the reduction of the nodes is and
the longer the lifetime of the topology is. It can be
compared how much the sensor nodes cover the area
and how long the area covered by the sensor is last.
Therefore, the PB-Leach divided into 4 areas has the
best performance.

6. CONCLUSION

Microsensor nodes are energy limited in sensor
networks. If nodes had been stop in working, sensor
network can't acquire sensing data in that area as well
as routing path though the sensor can't be available.
So, it's important to maximize the life of network in
sensor network.

This paper has discussed modifications of LEACH’s
cluster-head selection algorithm. PB-Leach solves the
problems using simple method that the variance of the
number of Cluster-Head is large and Cluster-Heads are
concentrated in specific area. With that modification a
200% increase of lifetime of microsensor networks can
be accomplished.
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