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Abstract:

Embedded business will be expanded market more and more since customers seek more wearable and ubiquitous
systems. Cellular telephones, PDAs, notebooks and portable multimedia devices could bring higher microprocessor
revenues and more rewarding improvements in performance and functions. Increasing battery capacity is still
creeping along the roadmap. Until a small practical fuel cell becomes available, microprocessor developers must
come up with power-reduction methods. According to MPR 2003, the instruction and data caches of ARM920T
processor consume 44% of total processor power. The rest of it is split into the power consumptions of the integer
core, memory management units, bus interface unit and other essential CPU circuitry. And the relationships among
CPU, peripherals and caches may change in the future. The processor working on higher operating frequency will
exact larger cache RAM and consume more energy.

In this paper, we propose advanced low power trace cache which caches traces of the dynamic instruction stream,
and reduces cache access times. And we evaluate the performance of the trace cache and estimate the power of the

trace cache, which is compared with conventional cache.
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1. INTRODUCTION

With growing embedded businesses in the market,
CPUs are running faster and faster. This makes memory
reference a bottleneck in the overall computer
performance. Thus more and more caches are used to
ease the situations. The tendency of fast core and large
cache consumes lots of power, and thus embedded
microprocessor developers must come up with power-
reduction methods. According to MPR 2003, the
instruction and data caches of ARM920T processor
consume 44% of total processor power. The memory
access consume about half of the embedded
microprocessor system power, the estimate of power
distribution for the ARMO920T processor, in which
instruction and data caches consume 44% of total
power as showing in Fig.1.

The remaining 56% is split among the integer core,
memory management units, bus interface unit and
other essential CPU circuitry. Higher operating
frequencies will result in larger cache RAM and
consume more energy. According to Amdahls’s law, it
is effective to reduce the memory access power of
total processor power.

The instruction cache stores the static sequence of
instructions generated by the compiler. Within a cache,
there may be no relation between each basic block,
because taken branches can randomly change the
dynamic sequences of instructions in execution. Theses
activities of taken branches introduce power
consumption in the instruction cache. For instruction
caches that support single basic-block fetching, any
branch instructions within a fetched cache line will abort
the instructions following that branch whether it is taken
or not. As the size of a basic-block is normally around 5-
6 instructions for general integer applications, this
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mechanism wastes not only the fetch bandwidth of the
instruction cache but also the power consumption in
fetching the whole cache line. The power consumption is
due to the increased accesses to the instruction cache [3].

In this paper, we first introduce the low power caches
with power-reduction methods in section 2. In section
3, we propose low power trace cache which replaces
instruction cache. We have calculated trace cache hit
rate, and our experimental result shows that the hit rate
of trace cache only is about 70-90%, so we propose
another low power trace cache, which includes
instruction buffers, and the hit rate of instruction can be
increased to about 99% with only 64 entry instruction
buffers. The experimental model and result are detailed
in section 4 and section 5. In section 6, we conclude
our work and discuss some future works.
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Fig.1. ARM920T power distribution shows dominant power
consumption attributed to cache RAM and ALU (MPR 2003)



2. PREVIOUS LOW POWER CACHE

The conventional set-associative cache is commonly
used in modern computer systems to reduce the conflict
misses. However, the implementation of it is not power-
efficient. A conventional n-way set-associative cache
selects all n-way tags and data memories in a set, but, at
most, it will only use one data block. The percentage of
wasted energy will increase as cache associativity
increases.

The phased lookup cache [7] first compares all the
tags with the accessing address, then selects only the
desired data way. The way prediction mechanism {8] is
another effective approach that speculatively selects a
way to access before making a normal cache access.
Compared with the conventional implementation, the
phased cache only selects one data sub-array instead of
n data sub-arrays, and the way prediction cache first
accesses the tag and data sub-arrays of the predicted
way. If the prediction is not correct, it then probes the
rest of tag and data sub-arrays simultaneously. If the
prediction accuracy is high, the way-prediction cache is
more energy-efficient than the phased cache [8].

The filter cache [9] is an extremely small cache of 32
to 64 words, which has very small access power
consumption. It is tightly integrated with a processor
and has very small access power compared to accessing
a standard first level cache or a standard on-chip or off-
chip program memory. But the frequent filter cache
misses reduce overall fetch performance of the
processor. Bellas et al. [10] used a profile-guided
compiler to map frequently executed loops to a special
address range, and discussed architecture extensions
that would only load items in that range into the filter
cache, thus reducing misses.

Unlike filter caches, a dynamically loaded loop
cache does not impose performance overhead because
of no suffering any misses from them. It involves no
tag comparisons, resulting in even less power per
access. However the dynamically loaded loop cache
cannot cache loops with control of flow changes
{COFs.). In some cases, it may increase more power
dissipation due to extensive trashing, caused by
particular loop with branches.

The hybrid loop cache designed by Ann Gordon-Ross
1s consisted of [.1 cache, a main loop cache and a second
levzl of preloaded storage. The main loop cache is loaded
either from L1 cache dynamically or from a second level
of preloaded storage on a COFs,, if the next instruction
talls within a preloaded region of code [10].
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The trace cache takes advantage of the fact that
programs execute the same instruction paths repeatedly.
The trace cache stores frequently executed non-
contiguous instruction blocks as straightened out ones
called traces [1]. For traditional instruction caches, ary
branch instruction within a fetched cache line will abort
the remaining instructions in the line, whether it is
taken or not. And the instruction will be fetched from
the cache line following branches. Because, on tte
other hand, trace cache has contiguous multiple blocks
in a trace, the portion of the cache line read on a taken
branch is removed as showing Fig.2. But some
configurations of conventional trace cache increase tte
power consumption in fetch unit. The main reasons for
this power increment are the concurrent access to both
trace cache and instruction cache. In conventional trace
cache mechanism, the trace cache and L1 instruction
cache are accessed simultaneously to reduce the miss
penalty from trace cache.

Different from conventional trace cache, the
sequential trace cache [4] has been investigated fcr
performance and power, which works with instructioa
cache in a sequential manner. The instruction cache is
accessed only after missing a previous trace cach:
lookup. Thus the sequential trace cache eliminates
unnecessary accesses to the instruction cache. Dynami:
prediction based trace cache maintains high
performance, but its ability to reduce power
consumption is limited. If the trace cache is accessed
only when the fetch unit is pretty much sure about its
hit, then the unnecessary miss penalty can be largel
removed.

Jie S.Hu [3] proposed selective trace cache, which ha:
the static prediction fetch unit thus resulting in high
performance as well as low power consumption. But all
of above trace caches are applicable to high-
performance superscalar processors, mnot to the
embedded processors.

In this paper, we first propose low power trace cache fo-
embedded processor, which accesses only trace cache.

3. LOW POWER TRACE CACHE FOR
EMBEDDED PROCESSOR

In conventional trace cache mechanism, the trace
cache and L1 instruction cache are accessec
simultaneously to reduce the miss penalty from trace
cache. Because of the concurrent access to both trace
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cache and instruction cache, some configurations of
conventional trace cache increase the power
consumption in fetch unit. The sequential trace cache
eliminates unnecessary accesses to the instruction
cache, but has a long latency for misses in the trace
cache. All of them are not applicable to embedded
processor because they need so large memory blocks
and power for instruction cache and trace cache.

We have designed the fetch unit for embedded
processor using only low power trace cache, which can
replace one using trace cache and instruction cache
together. We evaluate it with the trace cache hit rate,
and the target minimum hit rate is 99%. The hit rate of
the conventional trace cache without instruction cache
is below 70%. For the target minimum hit rate we
implement partial tag matching, and branch folding, and
optimal trace length, and get about 90% hit rate with
256 entry trace cache. As showing Fig.3, the hit rate of
the trace cache is saturated at 256 entry trace lines. The
partial tag matching can improve about 20% of the hit

rate, and the  optimal trace length is
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Fig. 3. Trace Cache Hit Rate

about 17~20 words. Partial tag matching is that when
an address is located between start address and end
address, the address is matching in that tag, and the hit
signal is generated. The hit rate of low power trace
cache can be increased through long basic blocks. The
long basic blocks are made through branch folding
about unconditional branches, which allow execution of
branches with one-cycle gain compared to a sequential
execution.

The miss penalty from the trace cache causes
performance degradation on the fetch unit. So we
propose low power trace cache, which includes 8-128
entry instruction buffers to reduce the miss penalty from
it. As showing in Fig.4, the proposed low power trace
cache fetch unit is consisted of instruction buffer,
embedded trace cache, line fill buffer, filling logic and
fast hit buffer.

The fast hit buffer is implemented because of large
ppwer dissipation in trace cache caused by the long
word line, which stores an entry trace least recently
used. As showing in Fig.5, the hit rate of the fast hit
buffer is about 86%, and we can save a lot of power
dissipation of trace cache.
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For low power, the proposed trace cache is designed to
capture the locality of trace accessing and eliminate
unnecessary accesses to the instruction cache and
reduce the miss penalties.

The low power trace cache achieves almost the same
performance as a conventional cache, while the power
consumption of it is about 20% less. This improvement
comes from reducing conflict in trace cache and
eliminating so many accesses to large cache.
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Fig.4. Low Power Trace Cache for Embedded processor

4, EXPERIMENTAL MODEL

The Wattch [12], a power evaluation tool to model the
trace cache is augmented for our simulator. The power
model of trace cache and fast hit buffer implemented is
similar to the one in Wattch for the instruction cache.
The power model of trace cache consists of two parts.
One is for the power model consumed for trace cache
lookup, and the other is for trace cache update, which
does in complete stage.

The fetch mechanism is optimized for low power. The
instruction lookup is matched in fast hit buffer at first,
and the miss from fast hit buffer enables the trace cache
and the instruction buffer.

The line-fill buffer is capable of holding up to 20
instructions. Instruction fetch queue size is 8. The
decoding bandwidth is 1, and issue unit have a
bandwidth of 2 instructions per cycle. The load/store
queue has a capacity of holding 8 load/store
instructions. The execution engine has 1 integer/FP
ALU and 1 integer/FP multipliers/dividers. The timing
parameters of memory hierarchy are shown in Table 1.

The integer benchmarks from SPEC2000 CINT are
used. All benchmarks except bzip2 and mcf are first
fast- forwarded 300 million instructions, then simulated



200 million instructions. No instruction 1is fast-
forwarded for bzip2 and mcf due to their specific
characteristics.

Table 1 Timing parameters in memory hierarchy.

r__ Memory Hierarch Timing Parameters

L1 Instruction buffer 1 cycle hit latency
L1 Dcache 1 cycle hit latency
Memory 32 cycles for first chunk,
o Icycles rest
TLB 30 cycles to service TLB miss

5. EXPERIMENTAL RESULT

As showing in Fig.6, the hit rate of the trace cache
with instruction buffer is saturated at 512 entries of
trace cache, and 128 entries of instruction buffer. The
hit rate of t256 and 1128 configuration is about 99%
except perlbmk, and gec, as showing in Fig.7. The hit
rate of our low power trace cache about perlbmk, and
gee is small relatively, because they have so many
subroutine calls, which cause the low power trace cache
miss. For embedded processor, the low power trace
cache can be effectively archives 99% hit rates with 256
entries of trace cache and 32 entries of instruction
buffer. And the performance degradation is below 4%,
as showing in Fig.8, except perlbmk, and gec.
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The design principle of low power trace cache is that
only traces that belong to the dominant set are allowed
to be stored in the trace cache, and others are stored in
small size instruction buffers. The instruction lookup is
matched in fast hit buffer at first, and the miss from ‘ast
hit buffer enables the trace cache and the instruction
buffer. The hit rate of one entry fast hit buffer is about
86%. From working in this way, the low power trace
cache eliminates not only the unnecessary accesses to
the instruction cache, but also reduces the majority of
lookups that result in misses to the trace cache.
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Thus the low power trace cache achieves almost the
same performance as a conventional cache, while tle
power consumption of low power trace cache is about
18% less

6. CONCLUSIONS

Power consumption in embedded processors s
becoming an important for battery-life and
performance. In this paper, we first explore the power
saving techniques in traditional instruction caches and
conventional trace caches. With analyzing the
distribution of individual trace and trace hits, we
propose low power cmbedded trace cache which
replace the instruction cache. But the hit rate of trace
cache only is about 70-90%, so we propose another low
power embedded trace cache including instruction
buffers. Our result shows that the hit rate of instruction
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can be increased to about 99% and saved power about
18% with those buffers.

This paper shows that optimizing trace cache and
instruction buffer cache replaces the conventional
cache, and then reduces power consumption.

In view of the encouraging results of the low power
trace cache, we must compare other low power caches
with our work. And we believe that other high
performance trace cache techniques should be
investigated. We must consider selection techniques in
[3], study some more effective hit mechanism. For
applying to embedded processor, we must consider the
utilization of trace cache memory.
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