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Abstract

The preferences of customers change over time. However,
existing collaborative filtering (CF) systems are static,
since they only incorporate information regarding whether
a customer buys a product during a certain period and do
not make use of the purchase sequences of customers.
Therefore, the quality of the recommendations of the typical
CF could be improved through the use of information on
such sequences. In this paper, we propose a new
methodology for enhancing the quality of CF
recommendation that uses customer purchase sequences.
The proposed methodology is applied to a large department
store in Korea and compared to existing CF techniques.
Various experiments using real-world data demonstrate that
the proposed methodology provides higher quality
recommendations than do typical CF techniques, with
better performance, especially with regard to heavy users.

Keyword: Recommender systems, Purchase sequence,
Collaborative Filtering, SOM, Association Rule Mining

1. Introduction
1.1 Motivation

To date, a variety of recommender systems (Balabanovi¢ &
Shoham, 1997; Basu, Hirsh & Cohen, 1998; Hill et al,
1995; Lawrence et al., 2001; Resnick et al., 1994; Sarwar et
al., 2001; and Shardanand & Maes, 1995) has been
developed. Collaborative filtering (CF) has thus far been
the most successful recommendation technique and has
been used in a number of different applications, such as in
the recommendation of web pages, movies, articles and
products (Hill et al., 1995; Resnick et al, 1994; and
Shardanand & Maes, 1995). Collaborative filtering works
by recommending products to a target customer through a
process of identifying people who share similar preferences
for products and looking for those products that target

customers are most likely to purchase.

The recommendation processes of typical collaborative
filtering in retail business consist of the following three
steps (Sarwar ez. al., 2000, 2001).

(1) Customer profile construction: The purchase transaction
records of a customer for a certain period are used to build
a customer profile describing his or her likes and dislikes.
The system represents the customer profile, A, such that a,

is one if a customer i has purchased a product j, and zero,
otherwise.

(2) Neighborhood formation: This is the most important
part of the CF-based recommender systems. The system
finds a set of customers, known as neighbors, who, in the
past, have exhibited similar behavior (i.e., bought a similar
set of products), through calculating the correlations among
customers for the customer profile. A set of K customers is
usually found (a neighborhood of size K), which is formed
according to the degree of similarity between each of the
neighbors and a target customer.

(3) Recommendation generation: Once a neighborhood is
formed for a target customer, the system generates a set of
the top N products that the target customer is most likely to
purchase, by searching for products that the neighbors have
purchased and that the target customer has not yet
purchased.

As mentioned above, typical collaborative filtering is
static, since it only makes use of information relating to
whether the customer bought a product during a certain
period, and does not use information on the purchase
sequences of customers in the determination of the
neighbors of a target customer. However, customers in
retail business are not static, and their buying behavior
changes over time. Thus, the quality of the recommendation
of the typical CF could be further improved through the use
of the available information on the purchase sequences of
customers.

To illustrate the importance of this potential
improvement in accuracy, let us consider the following
example. Table 1 presents typical transaction records for a
retail company and the customer profile is provided in

-331-



Table 2. This example determines products that target
customer IDO11 is likely to buy, using transaction records
for consumers CID001 through CIDO11.

Table 1. Transactions for illustrative example

Customer [D Transaction time | Products category bought
001 July 11 2000 Perfume
oo August 17 2000 Skincares
a0t September 14 2000 Dresses
002 July 15 2000 Perfume
002 August 13 2000 Shoes
002 September 25 2000 Skincares
003 July 18 2000 Skincares
a3 August 22 2000 Perfume
003 September 18 2000 Knit
010 September 27 2000 Dresses
on July 22 2000 Perfume
on August 26 2000 Skincares

Table 2. A customer profile for typical CF

CID | Perfumes | Skincares | Knits Dresses | Shoes
001 1 1 0 1 a
002
003
004
005
006
007
008
009
B10
011
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Assume that the typical CF algorithm is used for solving
the problem, that the neighborhood size (X) is three, and
that the number of products recommended (V) is two. The
typical collaborative filtering algorithm considers the
correlation of preferences between the target customer and
the other customers. All of the four customers, CIDO11,
CID001, CID002 and CID003, commonly bought
“Perfumes” and “Skincare Products.” The similarities
between CIDO11 and the other three customers are
equivalent; that is, the Pearson correlation coefficient is
0.67. Therefore, a recommender system based on the
collaborative filtering algorithm will determine that
CID001, CID002 and CID003 are the nearest neighbors and
have the same preferences as the target customer. However,
it is quite difficult to select two products that should be
recommended to CIDO11, because CID001, CID002 and
CID003 each purchased different additional products:
“Dresses,” “Shoes,” and “Knits,” respectively. In this case,
two different products to be recommended to CIDOI!1
would have to be selected randomly. Accordingly, the
recommendations would not necessarily be very
appropriate for the preferences of the target customer.

1.2 A new approach

Table 3 provides a customer profile rearranged with regard
to each customer’s transaction time. From the table, it can
be seen that the purchase sequence of the target customer
CIDO11 occurred in the order of Perfumes, followed by
Skincare Products. Similarly, the purchase sequences of
CiD001, CID002 and CID003 were Perfumes
Skincares Dresses, Perfumes Shoes  Skincares, and
Skincares  Perfumes Knits, respectively. Assume now
that the neighbors of the target customer are determined
based on the purchase sequence of each customer.
Customers who have purchase sequences similar to that of
CIDO11 include CID 001 and CID002. The purchase
sequences of CID011 and CIDOO1 are exactly same, as both
bought the same products during the same month; therefore,
the nearest neighbor of the target customer CIDOI11 is
CID001. The next nearest neighbor is CID002. Therefore,
the products recommendable to CID011 are “Dresses,” and
“Shoes.” As mentioned above, when the past purchase
sequences of each customer are available, this knowledge
can be used to enhance the quality of the recommendations
made.

Table 3. A customer profile rearranged by time

Perfumes Skincares Knits Dresses Shoes
co Sy | Aug. | Sep. | July | Aug. | Sep. | July | Aug. | Sep. | Sy | Aug. | Sep. | My | Aug. | Sep.
001 1 [t} 0 0 1 0 1} 5} 0 t] 0 1 0 1] 1]
002 1 0 1] 0 0 1 0 1] 0 0 0 0 0 1 0
3 0 1 0 1 0 0 0 o 1 0 0 0 0 o 0
004 1 0 a 0 1] 1] 0 1] 0 ota 1 0 Q 0
005 0 0 1 1] a 0 0 0 1] 00 o 1 0 0
006 1] 0 0 0 0 1 1 0 1] 0|0 g 0 0 1]
o7 1] 0 a 0 0 1 0 0 0 1] 1 Y] [N} 1]
008 0 0 0 1 0 0 0 g 0 0 0 0 0 0 1
s} 0 0 0 1] jul 0 0 1 0 0 0 0 0 0 0
010 0 1] 0 ] a 0 0 0 0 0 1] 1 g 0 S|
on 1 0 o 0 1 0 0 0 0 0 1] 0 0 1] Q

However, if a customer profile rearranged by time is
applied directly, this application results in a significant
problem, namely, the sparsity problem. It is well known
that a sparse data set, having few nonzero entries, decreases
recommendation accuracy (Mobasher et al., 2001). The
sparsity level, defined as 1- (nonzero entries/total entries),
of Table 2 is 60% (= 1-(22/55)), while that of Table 3 is
87% (= 1-(22/165)). In general, the sparsity level of a
typical data set in the field of recommendation is over 95%.
Rearrangement of an input matrix by time results in an
increased time dimension, as compared to that of a typical
customer profile, and thereby makes the input data set
sparser. Therefore, a new solution to the sparsity problem
must be found.

In our research, we employ a clustering technique that
groups the transactions of customers into homogeneous
subgroups. The SOM (Self-Organizing Map) technique,
which has been applied frequently of late, is used for
clustering (Kohonen, 1990). With the aid of the SOM, all
the transactions of customers may be allocated to a certain
cluster and a cluster number imposed. The change in the
cluster number resulting from each transaction determines a
customer purchase sequence.

By observing changes in the cluster number of each
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customer over time, a buying sequence can be built for each
customer. These buying sequences are potentially capable
of predicting the future purchases of a target customer.
However, since not all buying sequences have a statistical
validity sufficient to guarantee the generalization of the
prediction, the association rule mining technique may be
used to extract the sequential patterns from the buying
sequences {Agrawal, Imielinski & Swami, 1993).

2. Methodology

2.1 Overall procedure

Generally, most marketing campaigns are conducted based
on transactions occurring during a specified time period
(e.g., three months or six weeks). We assume that a time
period of length [ is used to detect the purchase sequence of
a customer and that a product recommendation for a target
customer is made at time T. In other words, our problem
can be described as follows: When the purchase sequence
and buying history of a target customer for the past I-/
periods prior to time T are given, which product is the
target customer most likely to purchase at time T?

For solving the above problem, our recommendation
procedure is divided into two components, called a
“model-building phase” and a “recommendation phase.”
Figure 1 presents the overall procedure. A model-building
phase is performed once to create a reliable model from the
customer transaction database, while a recommendation
phase is used to recommend products that target customers
are highly likely to buy.

Model Buflding Phase Recommandation Phase

[ Targef Custome
Purchass
Database

Product
Datdase

Produd
Database

Figure 1. Overall procedure

The model-building phase is divided into the following
three steps. First, transaction clustering is conducted, so that
all the transactions of customers are clustered. The SOM
model used for transaction clustering is stored in a SOM
cluster model base. This SOM model is used to cluster

target customers’ transactions in the recommendation phase.

The second step is to detect the evolving customer purchase
sequences as time passes. These customer behaviors, which
are derived from a change in the cluster number of each
customer, are kept in the purchase sequence database. In the
final step of the model-building phase, sequential purchase
patterns over user-specified minimum support and
confidence are extracted using the association rule. The

sequential purchase patterns are then stored in the
association rule database.

The recommendation phase begins with the transaction
clustering of target customers using the SOM model built in
the model-building phase. In a manner similar to that of the
first two steps of the modeling phase, all the transactions of
a target customer are converted to a purchase sequence. The
second step of the recommendation phase consists of a
matching, such that a target customer’s purchase sequence
is compared with the purchase sequence stored in the
association rtule base. Finally, after the most similar
purchase sequences have been identified, our approach
generates a set of products that the target customer is most
likely to purchase by selecting the top N most commonly
purchased products in the cluster.

2.2 Phase I: model building
2.2.1 Transaction clustering

In this section, we present a transaction clustering for the
purpose of constructing a recommendation model. We use a
SOM technique to obtain transaction clusters, as mentioned
above. However, SOM clustering technique often breaks
down when handling very high-dimensional data. The
numbers of dimension are the products and can number in
the ten thousand in retail business. Our approach suggests
that using product taxonomy can provide an effective
dimensionality reduction method while improving
clustering results. Product taxonomy represents the
hierarchical relationships among products as the
domain-specific knowledge of marketing managers or
domain experts (Cho et al., 2002; 2004 ; Lawrence ef al,,
2001). Figure 2 presents an example of product taxonomy
for those goods in a large department store that women are
most likely to purchase.

[ Woman Goods l

Figure 2. An example of product taxonomy

We shall assume that a product class set P is classified
into n different subclasses, and that each subclass consists
of subclasses at a lower level, or eventual leaf products, as
follows:

P={P,P,.....P,}. M

Suppose that A is the set of the transactions of m
customers during ! periods before time 7. More specifically,
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let A be composed as follows:

A={d 0o AygpresAnri) > K=0Lel=1122,(2)
where Az, €A is a non-empty subset of P.

Each Aj represents the product class or classes from

J-k
which customer j purchased products at time T-k.

Each 4, is transformed into an input matrix composed

T-k
of a bit vector, and the matrix to be transformed is used in
the transaction clustering. The time-ordered vectors for a
particular customer represent the purchasing history of the
customer; this input matrix can be thought of as the
dynamic profile of the customer. We define a dynamic
customer profile as follows.

[Definition 1] Dynamic customer profile

Let A be a dynamic customer profile. Then, A is
defined by the following matrix for n product classes and m
customers over the course of / periods:

A,pp = (PO BYY j=12gm k= 0yl =11 22

, &)

where PAjJ'—k - 1, 1fP, € Aj,I‘—k
' 0, otherwise

[Example 1]
Throughout this paper, we use the example given in Section
1 to illustrate proposed terminologies. The set of product
classes given in Table 3 is P = {Perfumes, Skincare
Products, Knits, Dresses, Shoes}, and the transactions of
customer CID001 are Agoyyuy = {Perfumes}, Acoraug =
{Skincare Products}, Agosep= {Dresses}. The dynamic
customer profile of customer CIDO01 from July to
September may thus be represented as 4

001, July
{1,0,0,0,0}, = {0,1,0,0,0}, Aoon,s:;. = {0,0,0,1,0}.

All the transactions of customers in the training customer
purchase database are transformed into dynamic customer
profiles based on their prior purchase behaviors. We then
use the SOM clustering technique to assign each transaction
to a group. This transaction clustering facilitates the
discovery of the dynamic cluster sequence of a customer in
a way that produces a change in the cluster of a customer
over time. The SOM mode! is then stored in the SOM
cluster model base and is used for predicting the target
customer’s dynamic behavior.

Aool,Aug,

2.2.2 Identification of cluster sequences

The transaction clustering results in the following set of ¢
clusters:

C={C,,CypnC, }s G

where eachC, is asubset of the A given in (3).

Each cluster represents only a group of transactions with
similar pattens. A rearrangement of these clusters by

customer and by time period is necessary for the
identification of the dynamic behavior of each customer. It
is possible to learn the cluster sequence of a customer by
identifying the cluster to which each transaction of the
customer belongs, during each time period. To formalize
this concept, we use the following terminology:

[Definition 2] Customer behavior locus
Let [, be the behavior locus of customer i. Then, the

behavior locus [, is identical to the changes in the cluster

number of customer i during [ periods and is defined as
follows:

Li=<Ci,T—l+H'"'a Ci,T-\a Ci,T)’ i= 1’2"“’m (5)
where Ciri€Ck= 0,1,2,....0-1,1>2.

The process of searching for a behavior locus can be
simply conducted through transaction clustering. The
following example presents the sample behavior locus of a
customer.

[Example 2]
The behavior locus of CID001, L, , is (10,3,9), and that of
CID002, L, is (10,1,3>, as shown in Figure 4. L

indicates that customer CID001 belonged to the tenth
cluster in July and moved into the third cluster in August,
thereafter reaching the ninth cluster in September.

T2
-3
H h 11 12
o4
7 8 g
+
+ t \
4 3
t +' |i
+} Fr
1 2077 3

Figure 3. A behavior locus of customer CID001
2.2.3 Extraction of sequential cluster rules

All customers have a behavior locus based on their prior
transactions, as was illustrated in the previous section.
However, a behavior locus with little statistical validity is
not sufficient for use as the rule predicting the behavior of a
target customer, because it does not constitute the general
behavior pattern, only a dynamic behavior locus, of the
customer. The association rule technique is well suited for
determining the most frequent pattern with confidence,
since it provides automatic filtering capabilities.

We intend to discover the cluster of a target customer at
time T based on his past behavior. For doing this, we divide
the input data into a conditional part and a consequential
part. The conditional part of the association rule is
composed of the left-hand-side (cl_’T_M,__,,,C’_J_J of
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formula (5), and C,, is assigned to the consequential part.

This approach, termed the goal-oriented association rule by
Wang et al. (2003), has been known to increase rule-finding
efficiency. For the typical association rules, we
subsequently find those having support and confidence
higher than the predetermined minimum value.

We represent the association rule Rj over the

user-specified minimum support and confidence in the
following form:
R, v juys-

where r, ., eCorg,and r, eC.

s Tiry = Tr (Supportj,Conﬁdencej), ©)

A rule R,- indicates that, if the locus of a customer is

TP R S then the behavior cluster for that

customer is T attime T.

2.3 Phase II: recommendation

2.3.1 Determination and matching of the cluster
sequences of target customers

Behavior locus prediction begins when a target customer’s
transactions are entered into the SOM model. It is necessary
to know the degree to which the behavior locus of a target
customer during /-1 periods before 7 is similar to the
rules of the association rule base. The cluster locus,
transformed via the SOM model, of a target customer is
compared with the association rules derived from other
customers’ loci, and then the best-matching locus is
determined. Execution of this process requires new
measures for calculating the degree of correspondence
between the association rules in the model base and the
behavior locus of a target customer.

The degree of similarity between the two, or the extent to
which the behavior locus of a target customer is identical to
the conditional part of the association rule in the model
base, in the same period, can be used as the correspondence
measure. We define this similarity measure as follows.

[Definition 3] Similarity measure

Let L¢ be the behavior locus of target customer i during
/-1 periods and Rf be the conditional part of
association rule j stored in the model base. Then,
LS =<C,.,,_,+,, ....... ,C,.,,_l> , and R =(rﬂ_,+l, ...... ,rj,,_,> .
Let SM ’1 denote the similarity measure between Lf and

RS. SM] is defined as follows:

I-1
SM ij = Z Sij.r—k ’ ™
k=1

where g/ _ VifCry =1y
ir-k T .
0 otherwise

The above definition indicates that, if the behavior locus

of a target customer I is equal to the conditional part of

association rule j in the same period, then §/ , is equal

to one, but is otherwise equal to zero. Note that a
higher Spr/ value suggests a greater correspondence

between the behavior locus of a target customer and the
conditional part of association rule j . However, even if the
similarity measure is high, a choice of the association rule
suited to the prediction of the cluster of a target customer at
time T is nonetheless difficult, since such a rule is not
general, given that the support and confidence of the
association rule may be remarkably low. Thus, to assure a
good fit between the behavior locus of a target customer
and the conditional part of the association rule, we need an
alternative measure of fitness. We introduce such a measure
as follows:

[Definition 4] Fitness measure
Let FM/be a measure of the goodness-of-fit between the

behavior locus{ and the association rule j of the model
base. Then, FM/is defined as follows:

FM] = SM] x Support ; x Confidence; ®)

Using the above definition, we can determine that the cluster
of a target customer at time T is a consequential part rir

of the association rule j with maximum Fas; .

[Example 3]

Table 4 presents the loci of customers, and Table 5 presents
the association rules derived from customers’ loci, up to a
minimum support of 0.1 and a minimum confidence of 0.5.

Table 4. Behavior loci of customers

CiD T-2 T-1 T
001 10 3 8
002 10 1 3
003 3 10 4
004 10 - 9
005 1 - 10
006 4 - 3
007 - 9 3
008 3 - 1
009 - 4 -
010 - - 9
o 10 3 ?

Table 5. Derived association rules

Rules T-2 T1 T Support | Confidence
1 10 - ] 0.3 0.667
2 3 10 4 0.1 1.0
3 10 3 9 0.1 1.0
4 10 1 3 0.1 1.0
5 1 - 10 0.1 1.0
6 - 10 4 0.1 1.0
7 3 - 4 0.2 0.5
8 3 - 1 0.2 0.5
9 - 3 9 0.1 1.0
10 - 1 3 0.1 1.0
11 - 9 3 0.1 1.0
12 4 - 3 0.1 1.0

The similarities between the locus of customer CID011 and
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the derived rules are SM),

=2 and SM(',” =1. Thus,
customer CIDO11 belongs to the ninth cluster at time T,

since the fitness between CIDO11 and the rules
are FM},, = 0.2and FM}, = 0.2001.

2.3.2 Recommendation of the top-/ items

The final step involves the derivation of the top N
recommendations from the predicted cluster for a target
customer at time T . For each target customer, we produce
a recommendation list of N products that the target
customer should be willing to purchase. Recommendations
for a specific target customer are derived from the purchase
database of target customers and are drawn from the list of
popular products in the cluster assigned to that customer at
time T.

Let us denote by C* the predicted cluster of a target
customer at time T, as determined in the previous section.
C' may include the transactions in which products were
previously purchased by the target customer, as well as any
transactions in the product class level, rather than in the
individual product level (e.g., leaf node in the product
taxonomy). Thus, we need to select the transactions that are
most suitable for recommending the top N products to the
target customer. We only select transactions at time 7T in
the creation of a recommendation list, since products that
the target customer is likely to buy consist of what other
customers in C* bought at time T . It is also necessary to
carry out a reverse decomposition that reduces a higher
product class in the product taxonomy into the individual
products in the leaf nodes. Finally, previously purchased
products are excluded from the recommendation list in
order that each customer’s purchase patterns, or the
coverage, are broadened.

We may now determine the top-N product
recommendation list for a target customer as the most
frequently purchased products from among the products in
the cluster.

[Definition 5] Recommendationlistfora targetcustomer
Let MF(r,)denote the most frequently purchased product

at time T in C". Similarly, MF(r,) is ranked the next
highest, and MF(r,) is ranked the N™ highest. Then, the
recommendation list for the target customer is given

by MF(r,),MF(ry)s.....MF(ry) > Wwhile MF(k) is
computed as follows:
MF(ky= Y P x N} €))
JjeCr
L, if P, ed,

» NI is the quantity of

i

where P:ivf‘* -
0, otherwise

product P, sold in period T, and P, is the k™ leaf
product in product class ;.

[Example 4]
Suppose that Table 6 presents the products (brands)

purchased by target customers who are assigned to the ninth
cluster at time T (the number in parentheses indicates the
number of products bought by each customer). Furthermore,
assume that the top three products are recommended for
CIDO11. Then, MF(r,)= Brand 33, MF(r,)= Brand 31,

MF(r,)= Brand 38.

Table 6. A product list purchased by other target customers
in selected cluster

Purchased products(Brand)

CiD 012 Brand 31(2), 33(3)
CID 013 Brand 31(2), 37(2)
CID 015 Brand 33(2), 38(3)

3. Application and evaluation
3.1 Data sets

We used real-world data to examine the performance of the
proposed approach. The data used in the experiment were
transaction records for those goods sold by the H
department store, the third largest department store in
Korea, that were commonly purchased by women. In
addition, we used transaction records obtained during the
eight-month period from May to December 2000, in order
to establish the behavioral characteristics of the customers
over time. The input data from the H department store
database consisted of 18,843 transactions and 557 products,
and contained customer purchase data for 1,833 customers.
Customers selected as suitable to receive recommendations
were restricted to loyal customers who had purchased
frequently and recently, as it is difficult to identify the
dynamic purchase behavior of customers who purchase
goods only rarely. A month was chosen as the time unit for
analysis, because customers only rarely purchased products
from the same department repeatedly on a daily or weekly
basis. Interviews with domain experts indicated that loyal
customers could be identified as those customers who had
made a purchase at least once each month during four
consecutive months. Three hundred and ten customers fell
into this category, and the number of products they
purchased was equal to the total number of products
mentioned above.

3.2. Evaluation method

The product taxonomy used by the H department store
consisted of three levels: the top level contained ten product
classes, the next level contained 25 product classes, and
bottom level contained all 557 products.

The period between May and August of 2000 was set as
the training period for model building, and the period from
September to December was set as the test period for
recommendations. The SOM model was applied to the
training data, and a four-fold cross-validation was
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conducted in the course of building the model. Furthermore,
for the cases of 17 of the differently numbered clusters of
the SOM model, we experimented in order to learn the
extent to which the number of clusters impacted the
accuracy of the recommendations. In a real application, it is
desirable to discover the number of clusters in the SOM
model that will yield the highest level of accuracy and then
recommend products that the target customer is likely to
buy using this model. Experiments for various numbers of
clusters were conducted for the reason that the
determination of the optimal number of clusters is crucial to
model-building, as recommendations and their accuracy
vary according to the number of clusters used.

Moreover, we chose a minimum support level of 2% and
a minimum confidence level of 50% for the selection of
sequential rules, both of which were higher than those used
in the study by Lawrence et al. (2001). We fixed the
number of recommendations at ten. We selected 132
customers who had purchased at least once each month,
consecutively, during the test period, as the set of target
customers

3.3. Evaluation measures

To evaluate the quality of the recommendation set,
measures of recall and precision have been widely used in
the field of recommender systems (Basu et al., 1998;
Billsus & Pazzani, 1998; Lin et al.,, 2000, 2002; Sarwar et
al., 2000). Recall is defined as the ratio of the number of
products that are recommended to the number of actual
products purchased by the target customer at time7 . In
contrast, precision is defined as the ratio of the number of
recommended products purchased to the number of
products on the recommendation list. Recall measures how
many of the products in the actual customer purchase list
consist of recommended products, whereas precision
measures how many of the recommended products belong
to the actual customer purchase list. These measures are
simple to compute and intuitively appealing, but they are in
conflict, since increasing the size of the recommendation
set leads to an increase in recall but, at the same time, to a
decrease in precision (Sarwar et al., 2000). Hence, a widely
used combination metric called the “F1 metric” (Billsus &
Pazzani, 1998; Rijsbergen, 1979; Sarwar et al., 2000, 2001),
which gives equal weight to both recall and precision, was
also employed in the course of our evaluation.

3.4. Results and discussion
3.4.1. Impact of the number of SOM clusters

We performed evaluations in which the number of clusters
varied, to determine the effectiveness of the
recommendations; we did this by computing the three
metrics described above. In addition, we compared the
recommendation accuracy of our proposed methodology
with that of the most accurate CF benchmark algorithm.
Figure 4 presents our experimental results.
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Figure 4. Comparison of the proposed methodology and CF

by the number of clusters, where the straight line indicates
the accuracy of benchmark CF with the best accuracy

All three measures were higher in the cases for the
following numbers of clusters than for the benchmark CF
algorithm: 6(2x 3), 8(2x 4), 9(3% 3), 10(2x 5), 14(2x 7),
15(3x 5), and 25(5% 5). In contrast, they were lower in the
cases with the following numbers of clusters: 12(2% 6,
3x 4), 16(4x 4), 18(3x 6), 20(4x 5), 21(3x 7), 24(4% 6),
28(4x 7), and 30(5% 6). In the case of 12(3% 4) clusters,
recall was lower than under the CF, while the other two
measures were higher in this case.

We were unable to identify a general tendency with
regard to the number of clusters such as, for example, an
increase in accuracy with an increase in the number of
clusters, or vice-versa. Having examined the results, we
inferred that the number of clusters used did affect the
accuracy of the top N recommendations. Intuitively, this
result is fairly reasonable, because all existing clustering
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methods have suffered from the problem of variation in
results as a function of the number of clusters, and the
determination of their optimal number continues to be a
challenging problem (Nour and Madey, 1996). These
results depended on the extent to which each SOM model
took the behavior locus of the target customer into account.
To prevent over-fitting as a result of clustering, it was
necessary to determine the number of SOM clusters that
would exactly explain the locus of the customer.

Table 7 presents the results of two-tailed t-tests for each
of the SOM clusters, compared with the most accurate CF
benchmark. The values for F1 and precision, in the cases
with 8(2X4), 10(2%5), and 25(5X5) clusters, were
statistically significant. The proposed methodology
exhibited better performance than the traditional CF
technique, when the numbers of the SOM clusters were
chosen well. The proposed methodology employing the
optimal number of clusters, in this case 10(2X5), performed
still better, achieving an average improvement of 40% and
52%, in F1 and precision, respectively.

Table 7. Two tail paired t-test by the number of clusters

F1 Recal Precision
Standard Standard Slandard
Mean SI6. Mean SIG. Mean SIG.

Deviaton Deviation Deviation
SOM23 | 114802 012518 + | 178802 04 + -1.21E-02 962502 +
SOM2K4 | -247E-02 013845 +() | 379602 04 + -2208-02 0105 +
SOM2X5 | -259802  0.128%5 +0 | -3876-02 0.41 + -235602  9.99E-02 "
SOM2X5 | 957E03 0.3 351€-02 0.3 454803 976E02
SOM2XT | -4.23E-03 013 + -LSED2 0.38 + -455E-03  9.91E-02 +
SOM3X3 | -1.22E02 043 + | 231602 039 + 985803  9.268-02 +
SOM3X4 | -6.03E03 01299 + 6.11E-03 0.39 -9.85€-03 0103 +
SOM3X5 § -8326-03 01328 + | 184602 04 + -009E-03  9.88E-02 +
SOM3X6 | 301E-02 o 9.88E-02 03¢ 174E-02  848E02
SOM3KT | 237E-02 013 758E-02 039 1526-02 849802
SOMAXs | 188E-02 043 6.25€-02 0.3 1.06E-02 041
SOMAXS | 1.25E-02 0.12485 3.86E-02 04 T5716-03  9.84E02
SOM4XE | 4.64E-02 043 013 034 318802 872802
SOMeXT | 1.78E-02 014 5.55€-02 043 1.148:02 0.1t
SOM5X5 | -2.21E-02 043 + | -1.056-02 0.35 + -227802 0.10 +"
SOM5X6 | 948E-03 0142793 3NE-02 0.39 454603 9.36E-02
SOMSXT | 228E-02 01225 7.07E-02 0.38 1.44E-02 Q14602

*: pe00s, ** pe0.01

change occurred from one model to the other, we applied
the Chow test popularly used in this case (Chow, 1960).
The test indicated, with a statistical significance level of
p<0.01, that the proposed methodology is structurally
different from the CF, as is shown in Table 8. Thus, we
conclude that the proposed methodology constitutes an
improvement, on average, especially with regard to the
behavior of heavy users, when compared to the existing CF
techniques.
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Figure 5. Scatter diagram on recommendation accuracy

Table 8. The Chow test between the proposed methodology

3.4.2. Impact on the quantity purchased

Figure 5 presents a scatter diagram of the quantity
purchased (X-axis) and F1 (Y-axis) for the target customers,
where (a) indicates case 10(2X5) for the proposed
methodology, and where (b) is the benchmark CF. At a
glance, the proposed methodology displayed better
accuracy than the benchmark CF with regard to increases in
the quantity purchased. In order to resolve the difference in
performance between the two, we added a trend line to best
fit the scatter pattern in each figure. After several trials, we
arrived at the quadratic regression line shown in Figure 5.
This regression line indicates that the proposed
methodology corresponds to a straight line that is
proportional to the quantity purchased, while that of the CF
decreases inversely in the same. To test whether a structural

and the benchmark CF
RSS d.of F
Total 3.5387 261 -
The proposed method 1.9799 129 -
CF 1.3737 129 -
The Chow test 4.747

** : p<0.01, F(3,262.001)=3.85

4. Conclusion

The preferences of customers change over time. In this
study, we described a model-based approach for mining the
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changes in customer buying behavior over time and
discussed solutions to several problems: data preprocessing,
behavior locus extraction, and recommendation formulation
based on extracted loci. Using the derived recommendation
list, companies may be able to perform effective one-to-one
marketing campaigns by providing individual target
customers with personalized product recommendations.

The research presented in this paper makes a contribution
to the related recommender systems literature. We took into
consideration changes in customer preferences to improve
the accuracy of the recommendations made. In particular,
we determined that the proposed methodology is more
suitable for heavy users.

Some possible extensions to this work are as follows.
From the results of this study, we know which products
target customers are likely to buy, but we have not yet
explored the times at which these purchases are likely to
occur. Further research analyzing customers’ past
purchasing patterns should likewise enable prediction of the
most appropriate times for recommendations to be given. In
addition, since the accuracy of all model-based approaches
deteriorates as time passes, the model must be dynamically
updated to reflect the users’ evolving interests. The way in
which the predictive capabilities of the model decrease as
time passes should be investigated, with the goal of creating
a repair plan. Furthermore, one interesting research
extension would be the setting up of a real marketing
campaign, in which customers would be targeted using our
methodology, which could then be evaluated with regard to
its performance.
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