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Abstract

With the development of RAIM techniques for single failure, there has been increasing

interest in the multiple failure problem. There have been many approaches to tackle the

problem from various points of view. This paper approaches to two failure problem with

total least squares (TLS) technique, which has rarely been addressed because TLS

requires a great number of computations

1. Introduction

This paper approaches to two failure problem
(TLS)

especially focusing on the‘ second step. RAIM

with total least squares technique,
technique based on the TLS has rarely been
addressed because TLS requires a great number
of computations. Recently, Juang[1] reformulated
a linear measurement model and proposed a
positioning and integrity monitoring scheme based
on total least squares (TLS) instead of least
squares. Jeon[2] proposed a sequential TLS-
based RAIM algorithm for single failure problem.

In this paper, the result of Jeon is extended for

two failure problem.

2. The Algorithm for Single Failure Problem

Initialize

Step 1° Form the sub—-matrix equation (Ax=b) by
deleting the first column and compute Q,.R,,B,
and the initial solution at =1 and

Q/ [KUQKLz;Bl]:[ﬁl;El] oy
Let a, and B, be satellite measurements to be
the

previously deleted first row becomes a,(the first

inserted at the next step. In this case,

row of A) and p,(the first row of b), since at the
next step the second row will be deleted.

Phase I : Deleting a row

Step 2 Compute Givens rotations
G,,G,,-,G,_, such that
Gchg"'G:—qu = e, (2)

where q," be the first row of Q, and p=%l.

Step 3: Compute Ek, 6,( and Ek.
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R, =G/ -G R, (2:(n-1),) -a
Q,=0Q,G,,G,(2:(n-12:(n-1) (3-b)
B, =G’--G"_B,(2:(n-1),) -0

Phase II : Inserting a row

Step 4. Compute Givens rotations J,,J,,-,J

P
such that
TyT T ‘IZl -1
g dy 'ﬁ =R, R eR"? @
k

is upper triangular.

Step 5: Compute Q, .,
Q,., =P'diag(LQ P37 I (5

Step 6: Compute Rk+l,ll’ Rk+1,22’ Yiergr Yea2

|:Rk+1,12 __‘JT{("Z,Z;ﬂk:| ®)
1 = .
Riiz B

k
Phase III : Compute Solution.

yk+l,l ] - JTJT

pY p-l
Yinz

Step 7. Construct the matrix D,

D, = [Rk+l,22;yk+l,2 ]T [Rk+l,22;yk+l,2]' (7

and compute the minimum eigenvector v of the

matrix D,,, using the FALM[3]. Compute, then,

the TLS solution X,,,,

. i
xk+1,2 - vlavz ’“.’vk—p (8)
k—p+l

Step 8: Compute the least squares solution x, , of

the equation
RianXemn =Y ~RunXpn, - 9

Then the overall solution is x, , = ["Ln;x;{u Z]T. If

every satellite is excluded one by one, stop. If not, go

to Step 2.

3. Algorithm for Two Failure Problem

One of the facts to consider is that Phase I and II
of the single failure algorithm is assumed to delete
or add the first row of the matrix equation
sequentially. However, since two rows to be
deleted are apart from each other for two failure
case, a permutation technique 1is required.
Therefore a permutation matrix and a permutation
index vector are employed. The permutation index
vector has a role to keep track the order of the
rows and provide to next step with information
which rows are deleted or inserted. One more
point considered is the permutation matrix affect
tothe R,, Q, and B,.
The permutation matrix is

Oy 1 Dby

Pt gy
O-ipe L)

(10)

0(1—1]x(n—l+1)

where n is the number of visible satellites and i is the

row to be placed as first row.

Now, we consider how the permutation matrix
affect to the R,, Q, and B,. The subscript k

denotes that the k-th subset is considered.

Therefore, it will be omitted in the following
equation  for convenience. Suppose the
is multiplied by P.

PA=(PQ)R. 1D

permutation matrix A4=QR
Then,
Only Q is changed, multiplied by P, when a row of
a matrix is permuted.

To see the effect on B, , let A=[4, 4,], then the

matrix equation multiplied by P becomes
[P4, Pa,}x=pPb. (12)
If we let 4, =QR, it becomes

[POR P4, lx=Pb (13)
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If we let B' be the B, of the above equation,

then by definition of B,
B'=(PQY [P4, Pb)=0Q"[4, b]=B (14

because PTP=1. As shown, B is not changed by
permuting the rows.

In order to form sub-matrix, every two satellites
sh01'11d be deleted. To delete systematically, we
find combination of visible satellites. For example,
suppose 8 satellites are visible and their
identification numbers are 4, 6, 7, 10, 18, 19, 21,
and 22. We can find combination of satellite
However it is

identification numbers. more

convenient to correspond the identification
numbers to natural number from 1 to 8 and find
combination of 1 to 8, like (1,2), (1,3), -+ (1,8),
(2,3), (2,4), -~ (2,8), (3,4), (3,5), ---, (7,8). This can
be easily implemented by MATLAB command com
bntns([1:svn],2) where svn is number of visible
satellite numbers. When we follow the sequence,
two cases is met. One is changing only one
satellite, the other is changing two satellites. For
example, (1,2) is deleted at present step, then
(1,3) has to be deleted next step. In this case, only
one satellite, 2, comes to be changed by 3. On the
other hand, when we proceed from (1,8) to (2,3),
two satellites have to be changed. Therefore, we
need a routine to check it.
ALGORITHM
Initialize
Step 1: Form the sub-matrix equation (Ax=b) by
deleting the first two columns and compute
Q,.R,,B, and the initial solution at &1 and
Q7[A,;2,.:5,)=[R,;B ] (12)

where ﬁ, = G\TX“ e RO is  an  upper

triangular matrix and B, =Q’ [KI,Z;E]]' Determine
the sequence using MATLAB command combntns
([1:svn],2). The rows to be deleted or inserted

are automatically determined by the sequence.

Initialize the index vector, like [34 56 7 8] for 8
visible satellite case.

While every subset is tested

{

Step 2: Check how many rows should be changed,
one or two.

Step 3° Determine which row(s) permuted and
compute P as in (10)

Step 4° Compute
A=PA, b=Pb,
indvec = P*indvec. Q, =PQ,

Step 5° Perform Phase | and Phase II' of the
algorithm for single failure problem.

Step 6. If two rows are changed, then repeat step
3,4 and 5 for secondly changed row. Otherwise go
to Step 7.

Step 7. Perform Phase Il of the algorithm for
single failure problem.

}

4, Consideration of Reducing computational Burden

One of the factors considered is computational
burden of the algorithm. Comparing the algorithm
for two failure problem with the algorithm for
single failure algorithm, we can see computational
amount increased when two rows have to be
changed (Step 7). If we can avoid the repeat,
computational burden of the algorithm for two
failure problem has only minor difference
compared to that of the algorithm for single failure
problem. To avoid the repeat, test order of
subsets is important. A close examination leads to
the following fact.

Fact : When performing a subset test for two
failure problem, a test sequence changing only
one satellite always exists.

Proof of the fact is not necessary because it is
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obvious from figure 1. In the figure only one
satellite is inserted and deleted respectively from
one subset to the other subset. Therefore the Step

7 can be omitted if we use this sequence.
(1,2)*—(1,3)*— (1,4)*—(1,5)*— == +— (I,n-1)=—(1,n)
L
s
(2.3)*— (2,4) (2,5)* "+ (2,0-1)*—(2,n)

)

(B4)—(3,5)s— =+—(3,n-1)*—(3.n)

t

(n-2, n-1)+—(n-2,n)

!

(n-1,n)

8. Simulation Results

The satellites data were generated using MATLAB
toolbox. No errors were considered In generating
the satellite data to show how the algorithm works
clearly. For this arbitrary simulation, midnight at
the beginning of the GPS week has been chosen.
The specified user location has been chosen at 0
degree latitude, O degrees longitude and O metes
above geoid. A simulated pseudo-range error was
injected to a satellite at time t (t=4 in this
simulation. In this simulation, we assume that
there is no failure until time t-1 and a satellite
(PRN #10 & #19 in this case) fails between t-1
Then, the pseudorange

and t. satellite

measurements at time t have blunders. We
examine how the algorithm is working in this case.
The following figures describe the results. Figure
1 shows the calculated positions. The star and
square denote previous positions at time t-1 and
t-2 respectively. Since 8 satellites are in visible, it
needs to perform 28 subset test. The previous
positions were exactly overlapped because no

errors were assumed. On the contrary, only one

subset position which the failed satellites, #10 &

#19, were excluded coincided with the previous

position, which shows the algorithm worked well.
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6. Conclusions

In this paper, a new TLS-based sequential

algorithm to identify an errant satellite is
proposed. A major contribution of this paper might
be the fact the algorithm is new and it makes us
enjoy the advantages of TLS with less
computational burden since it takes sequential

form.
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