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1. INTRODUCTION 
 

Since middle 1980s, receiver autonomous integrity 
monitoring (RAIM) has been widely focused on. This is 
because the integrity information provided via navigation 
message may not be timely enough in some applications. In 
these days, extensive researches on this topic have been 
performed under the name of RAIM, FDI (failure detection 
and isolation), or FDE (failure detection and exclusion) [1-2].  

With the development of RAIM techniques for single 
failure, there has been increasing interest in the multiple 
failure problem. There have been several approaches to tackle 
the problem from various points of view. One of major 
streams on solving this problem is to form 2Cn  subsets of n-2 
satellites by sequentially deleting two satellites not previously 
excluded combination and have calculated test statistic for 
each satellite subset using residual. The general scheme of this 
kind of approach is like this: 1) Perform test with whole 
measurements set if there exist a failure. 2) If there is a failure, 
form 2Cn  subsets of n-2 satellites by sequentially deleting 
two satellites and perform subset test to identify which 
satellites fail.  

This paper approaches to two failure problem with total 
least squares (TLS) technique, especially focusing on the 
second step. RAIM technique based on the TLS has rarely 
been addressed because TLS requires a great number of 
computations. Recently, Juang[8] reformulated a linear 
measurement model and proposed a positioning and integrity 
monitoring scheme based on total least squares (TLS) instead 
of least squares. Jeon et al. proposed a sequential TLS-based 
RAIM algorithm for single failure problem.  

In this paper, the result of Jeon et al. is extended for two 
failure problem. The special form of the observation matrix 
H , that is, one column is exactly known, is exploited so as to 
develop an algorithm in a sequential form, which reduces 
computational burden. It makes use of previous results without 
repeating the whole process. Therefore one can enjoy, with 
less computational burden, the advantages for integrity 
monitoring provided by Juang who employed TLS as a tool 
for positioning and integrity monitoring. 

 
 
 

2. TECHNICAL BACKGROUND 
 

This section describes the linear measurement model and 
mixed LS-TLS problem for the discussion in the remainder of 
the paper. 

 
2.1 Linear Measurement Model 

A linear model is generally employed for proper positioning 
and integrity monitoring. In [8], linear measurement model 
was reinvestigated considering errors in observation matrix H. 
In this model, error due to a failed satellite is included in 
observation matrix H. Therefore the observation matrix H is 
not exactly known any more. Naturally, TLS is employed to 
solve this problem. In this paper, the linear model in [8] will 
be used. Therefore a brief description of the model is given. 

Suppose n satellites are visible. The measurement model is 
iiii ec ++∆−−= ssuρ   (1) 

where iρ is pseudo-range measurement with respect to the 
i-th GPS satellite, u is the user’s position, c is clock offset, is  
is the broadcast position of the i-th GPS satellite, is∆  is the 
difference between the broadcast position and true position of 
the i-th GPS satellite, and ie  accounts for the other errors. 

ie  is treated as zero mean noise. Both the pseudo-range iρ  
and the broadcast position is  are subject to errors due to 
ephemeris errors, SA effects if it exists, environment effects, 
satellite failure, interferences, noises, and so on. Let 
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Suppose that the linearization point is at 
















==

0

0

0

0

z
y
x

uu  and 0cc =  (3) 

then the estimated of the psudo-range measurement is given 
by 
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Then, the linearized matrix equation of (1) with respect to n 
observable satellites becomes 

eqHp +=   (6) 
where 
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Note that the last column of H matrix is exactly known. 
Therefore solving the linearized matrix equation is a mixed 
LS-TLS problem described in the next section. 

 
2.2 Mixed LS-TLS Problem 

Let eqb +=  for simplicity. Then (6) becomes a 
well-known linear matrix equation, 

bHp =   (7)  
In the classical LS approach, all elements of H  are 

assumed to be free of error; hence, all errors are confined to 
the observation vector b . This assumption, however, is 
frequently unrealistic in some applications. The TLS is one 
method of fitting that is appropriate when there are errors in 
both the observation vector b and the data matrix H . 
Especially when some of the columns, not all, of the data 
matrix H  are free of error like the case considered in this 
paper, we call it a mixed LS-TLS problem [9]. In this case, we 
can solve the mixed problem by solving the LS and TLS 
problem separately with a proper batch algorithm in [9].  

We can permute the order of columns in H  with a proper 
permutation matrix and obtain the following equation without 
loss of the generality, 

bAx =   (8) 
where  





















=

321

232221

131211

1

1
1

nnn hhh

hhh
hhh

MMMM
A  and 








=

r
b

δ
 (9) 

This trick is for convenience only. Let a matrix 
[ ]21 ; AAA =  be given whose the first p columns 1A  have 

no error and have full column rank. Suppose the matrix have p 
exactly known columns to generalize the discussion, although 
it has only one exactly known column in this case. Then, the 
algorithm is as follows. Perform p Householder 
transformations Q on the matrix [ ]bA;  so that  

[ ] 







=

222

11211
21 0
;;

yR
yRR

bAAQT  (10) 

where 11R  is a pp ×  upper triangular matrix. (scalar in 

this case). Then, compute the TLS solution 2x̂  of 

2222 yxR =  by the SVD. 2x̂  yields the last n-p components 

of the solution vector x̂ . To find the first p components 1x̂  
of the solution vector, solve 

2121111 xRyxR −=   (11) 
This is simply the LS solution obtained by projecting the 

reduced observation vector 22x̂Ab −  into the space ( )1AR  
generated by the known columns of A . 

 
3. DERIVATION OF A SEQUENTIAL 
ALGORITHM FOR TWO FAILED PROBLEM 
 
3.1 The Algorithm For Single Failure Problem  

It is needed a brief description on the algorithm for single 
failure problem because the algorithm is extended to 
algorithms for two failure problem. It is assumed that one 
satellite (that is, one row of (8)), is deleted one after another 
from the first. The algorithm is composed of four parts, 
Initialize, Phase I, Phase II, and Phase III. Initialize part 
initializes initial values needed for sequential processing. 
Phase I and Phase II are core parts of the algorithm performing 
sequential processing. In order to form new subset of satellite 
the algorithm takes two steps : deleting a satellite (row) 
supposed to be deleted at present step and inserting the 
previously deleted satellite (the previously deleted row) in the 
previous stage. For example, suppose the first row of (8) is 
deleted at present stage and the second row of (8) will be 
deleted at the next stage. At the next stage, the second row is 
deleted firstly from the sub-matrix of the previous stage 
(Phase I) and then the first row deleted at the previous stage is 
inserted (Phase II). This forms the new subset of satellite. This 
sequential processing relieves computational burden greatly 
since it makes use of previous results without repeating the 
whole process. The Phase III solves the linear matrix equation 
to find final solution of the subset. 

 
ALGORITHM 

 
Initialize 
Step 1: Form the sub-matrix equation ( bxA = ) by deleting 

the first column in (9) and compute 111 ,, BRQ  and the initial 
solution at t=1 from (10), (11), and  

[ ] [ ]1112,11,11 ;;; BRbAAQ =T   (12) 

where pnT ×−ℜ∈= )1(
1,111 AQR  is an upper triangular matrix 

and [ ]12,111 ;bAQB T= . Let 1α  and 1β  be satellite 
measurements to be inserted at the next step. In this case, the 
previously deleted first row of (8) becomes 1α (the first row 
of A) and 1β (the first row of b), since at the next step the 
second row will be deleted. 

 
Phase I : Deleting a row 
Step 2: Compute Givens rotations 221 ,,, −nGGG L  such 

that  
11221 eqGGG ρ=−

T
n

TT L   (13) 
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where T
1q  be the first row of kQ  and 1±=ρ . 

Step 3: Compute kR , kQ  and kB . 

( ):),1(:221 −= − nk
T
n

T
k RGGR L   (14-a) 

( ))1(:2),1(:212 −−= − nnnkk GGQQ L  (14-b) 

( ):),1(:221 −= − nk
T
n

T
k BGGB L   (14-c) 
 
Phase II : Inserting a row 
Step 4: Compute Givens rotations pJJJ ,,, 21 L  such that 
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is upper triangular. 
Step 5: Compute 

1+kQ , 

( ) T
p

TT
k

T
k diag JJJQPQ L211 ,1=+ .(16) 

Step 6: Compute 12,1+kR , 22,1+kR , 1,1+ky , 2,1+ky  
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Phase III : Compute Solution. 

Step 7: Construct the matrix 1+kD , 

[ ] [ ]2,122,12,122,11 ;; +++++ = kk
T

kkk yRyRD  (18)

and compute the minimum eigenvector ν  of the matrix 
1+kD  using the FALM. Compute, then, the TLS solution 

2,1+kx  

[ ]Tpk
pk

k vvv
v −

+−
+ −= ,,,1

21
1

2,1 Lx   (19) 

Step 8: Compute the least squares solution 
1,1+kx  of the 

equation  

2,112,11,11,111,1 +++++ −= kkkkk xRyxR .  (20) 

Then the overall solution is [ ]TT
k

T
kk 2,11,11 ; +++ = xxx . If every 

satellite is excluded one by one, stop. If not, go to Step 2. 

 
In the following subsections, a couple of TLS-based 

sequential algorithms for two failure problem will be derived. 
Basically, it is needed to repeat the Phase I and II of the 
algorithm for single failure problem, since two satellites are 
changed for one subset test. However, there are important 
facts to consider.. 
 
3.2 Algorithm for Two Failure Problem 

 
One of the facts to consider is that Phase I and II of the 

single failure algorithm is assumed to delete or add the first 
row of the matrix equation sequentially. However, since two 
rows to be deleted are apart from each other for two failure 
case, a permutation technique is required. Therefore a 
permutation matrix and a permutation index vector are 
employed. The permutation index vector has a role to keep 
track the order of the rows and provide to next step with 
information which rows are deleted or inserted. One more 

point considered is the permutation matrix affect to the kR , 

kQ  and kB . 
The permutation matrix is 
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where n is the number of visible satellites and i is the row to 
be placed as first row. 

Now, we consider how the permutation matrix affect to the 
kR , kQ  and kB . The subscript k denotes that the k-th 

subset is considered. Therefore, it will be omitted in the 
following equation for convenience. Suppose the permutation 
matrix QRA =  is multiplied by P. Then, 

RPQPA )(= .  (22) 
Only Q is changed, multiplied by P, when a row of a matrix 

is permuted. 
To see the effect on kB , let [ ]21 AAA = , then the matrix 

equation multiplied by P becomes 
[ ] PbxPAPA =21 .  (23) 

If we let QRA =1 , it becomes 
[ ] PbxPAPQR =2   (24) 

If we let B′  be the kB  of the above equation, then by 
definition of kB  

( ) [ ]PbPAPQB T
2=′  

[ ]bAQT
2=  

   =B  (25) 
because IPPT = . As shown, B is not changed by permuting 
the rows. 

In order to form sub-matrix, every two satellites should be 
deleted. To delete systematically, we find combination of 
visible satellites. For example, suppose 8 satellites are visible 
and their identification numbers are 4, 6, 7, 10, 18, 19, 21, and 
22. We can find combination of satellite identification 
numbers. However it is more convenient to correspond the 
identification numbers to natural number from 1 to 8 and find 
combination of 1 to 8, like (1,2), (1,3), … (1,8), (2,3), (2,4), … 
(2,8), (3,4), (3,5), …, (7,8). This can be easily implemented by 
MATLAB command combntns([1:svn],2) where svn is 
number of visible satellite numbers. When we follow the 
sequence, two cases is met. One is changing only one satellite, 
the other is changing two satellites. For example, (1,2) is 
deleted at present step, then (1,3) has to be deleted next step. 
In this case, only one satellite, 2, comes to be changed by 3. 
On the other hand, when we proceed from (1,8) to (2,3), two 
satellites have to be changed. Therefore, we need a routine to 
check it.   

 
Based on the above discussion, we summarize the 

algorithm below. The algorithm is expressed via MATLAB 
grammar, since it is simple and well known. 

 
ALGORITHM 

 
Initialize 
Step 1: Form the sub-matrix equation ( bxA = ) by deleting 

the first two columns in (9) and compute 111 ,, BRQ  and the 
initial solution at t=1 from (10), (11), and  

[ ] [ ]1112,11,11 ;;; BRbAAQ =T   (12) 
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where pnT ×−ℜ∈= )2(
1,111 AQR  is an upper triangular matrix 

and [ ]12,111 ;bAQB T= . Determine the sequence using 
MATLAB command combntns([1:svn],2). The rows to be 
deleted or inserted are automatically determined by the 
sequence. 

Initialize the index vector, like [3 4 5 6 7 8] for 8 visible 
satellite case. 

 
While every subset is tested  
{ 
Step 2: Check how many rows should be changed, one or 

two. 
Step 3: Determine which row(s) permuted and compute P 

as in (21) 
Step 4: Compute 

APA =  
bPb =  

indvecPindvec *=  
kk PQQ =  

Step 5: Perform Phase I and Phase II of the algorithm for 
single failure problem. 

Step 6: If two rows are changed, then repeat step 3,4 and 5 
for secondly changed row. Otherwise go to Step 7. 

Step 7: Perform Phase III of the algorithm for single failure 
problem. 

} 
 

3.3 Consideration of Reducing computational Burden 
One of the factors considered is computational burden of 

the algorithm. Comparing the algorithm for two failure 
problem with the algorithm for single failure algorithm, we 
can see computational amount increased when two rows have 
to be changed (Step 7). If we can avoid the repeat, 
computational burden of the algorithm for two failure problem 
has only minor difference compared to that of the algorithm 
for single failure problem. To avoid the repeat, test order of 
subsets is important. A close examination leads to the 
following fact. 

 
Fact : When performing a subset test for two failure 

problem, a test sequence changing only one satellite always 
exists.  

 
Proof of the fact is not necessary because it is obvious from 

figure 1. Figure 1 shows the subset test sequence for two 
failure problem when n satellites are visible. In the figure only 
one satellite is inserted and deleted respectively from one 
subset to the other subset. Therefore the Step 7 can be omitted 
if we use this sequence. 

Since to compute a Givens rotation matrix requires 4 flops 
and one square root and to multiply the Givens rotation matrix 
to a vector requires 4(m-1) flops[10], the algorithm requires 
about 44m+81 multiplications and 2m square roots for each 
subset test. The m is n-2, where n is the number of visible 
satellites. On the other hand, the SVD requires 50m + 256 for 
computation of singular values and right singular vectors and 

requires 32

3
1410010 nmm ++  flops for computation of 

singular values and right and left singular vectors. As shown, 
the algorithm has more advantage as number of subset to be 
tested increase, as it should be because it has sequential form. 

 

(1,2)      (1,3)      (1,4)      (1,5)       … (1,n-1)      (1,n)

(2,3)      (2,4)      (2,5)       … (2,n-1)      (2,n)

(3,4)      (3,5)       … (3,n-1)      (3,n)

(n-2, n-1)      (n-2,n)

…

(n-1,n)

 
4. SIMULATION RESULTS 

 
In this section, some simulation results are discussed. The 

simulation is focused on how the proposed algorithm working 
well under two satellites failed circumstance, because Table I 
already shows how fast the algorithm is. The satellites data 
were generated using MATLAB toolbox[13]. No errors were 
considered in generating the satellite data to show how the 
algorithm works clearly. For this arbitrary simulation, 
midnight at the beginning of the GPS week has been chosen. 
The specified user location has been chosen at 0 degree 
latitude, 0 degrees longitude and 0 metes above geoid. A 
simulated pseudo-range error was injected to a satellite at time 
t (t=4 in this simulation). What is the time t is not important 
because the proposed algorithm runs between adjacent epochs 
(1 epoch = 1sec. in this simulation). In this simulation, we 
assume that there is no failure until time t-1 and a satellite 
(PRN #10 & #19 in this case) fails between t-1 and t. Then, 
the satellite pseudorange measurements at time t have 
blunders. We examine how the algorithm is working in this 
case. The following figures describe the results. Figure 1 
shows the calculated positions. The star and square denote 
previous positions at time t-1 and t-2 respectively. Since 8 
satellites are in visible, it needs to perform 28 subset test. The 
previous positions were exactly  overlapped because no 
errors were assumed. On the contrary, only one subset position 
which the failed satellites, #10 & #19, were excluded 
coincided with the previous position, which shows the 
algorithm worked well. 
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Fig 1. Calculated position 
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With a proper measure and threshold even though it is not 
the focus of this paper, the proposed algorithm can provide 
good performance for failure detection and isolation based on 
TLS technique.  

 
5. CONCLUSIONS 

 
In this paper, a new TLS-based sequential algorithm to 

identify an errant satellite is proposed. A major contribution 
of this paper might be the fact the algorithm is new and it 
makes us enjoy the advantages of TLS with less 
computational burden since it takes sequential form. With a 
proper measure and threshold that is extensively studied until 
now, it can provide performance for failure detection and 
identification.  
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