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Face recognition by PLS

Jangsun Baek U

Abstract

The paper considers partial least squares (PLS) as a new dimension reduction tech-
nique for the feature vector to overcome the small sample size problem in face recogni-
tion. Principal component analysis (PCA}, a conventional dimension reduction method,
selects the components with maximum variability, irrespective of the class information.
So PCA does not necessarily extract features that are important for the discrimination
of classes. PLS, on the other hand, constructs the components so that the correlation
between the class variable and themselves is maximized. Therefore PLS components
are more predictive than PCA components in classification. The experimental results
on Manchester and ORL databases show that PLS is to be preferred over PCA when
classification is the goal and dimension reduction is needed.
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1. Introduction

Many statistical pattern recognition methods often suffer from the small sample size
problem [1]. This problem occurs when the sample size is small compared with the di-
mension of feature vector, which always appears in the face recognition applications. The
classification methods based on the covariance matrix of feature vector such as linear dis-
criminant analysis (LDA) and quadratic discriminant analysis (QDA) may not perform well
in face recognition because the number of training sample is not enough to correctly estimate
the mean vector and the covariance matrix of high dimensional feature vector.

Since the number of training sample is limited we usually try to reduce the dimension of
feature vector. One of the most successful approaches to the reduction of the feature dimen-
sion in face recognition is based on PCA [5]. PCA is used to reduce the high dimensional
data to only a few feature components which explain as much of the observed total feature
variation as possible. This is achieved without regard to the variation of the observation’s
class or group. In contrast to PCA, PLS chooses components so that the sample covariance
between the group variable and a linear combination of the original feature vector is max-
imum. The PLS method is well suited for the prediction of regression models with many
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predictor variables [2] and extensively used in chemometrics. (Journal of Chemometrics has
a lot of PLS applications, for example.) Recently it is also applied to the biometric data
classification [4]. The statistical properties of PLS have been investigated by, for example,
[2] and [3]. In Section 2, we describe PLS and compare it with PCA. Real data experiments
are carried out in Section 3 to show that the recognition error rates with PLS are lower than
those with PCA.

2. Dimension reduction by PLS

The goal of dimension reduction methods is to reduce the high p—dimensional original
face feature space to a lower K —dimensional component space (K << p). This is achieved
by extracting K components in the feature space to optimize a defined objective criterion.
We describe PLS in comparison with PCA, and show the superiority of the former over the
latter by a simulated example. Let X be a standardized n x p matrix of n images and p
original face features. That is, the features are standardized to have mean zero and standard
deviation of one.

PCA constructs orthogonal linear combinations of the features to maximize the variance
sequentially. The procedure is to find the weight vector a, such that

a; = argg,rl‘z_i:xl\/ar(Xa) for k=1,2,...,K,

subject to the orthogonal constraint

ajSa; =0 forall 1<j <k,

where S = X'X. The solution of aj is turned out to be the eigenvector corresponding to
the kth eigenvalue A, of S/(n — 1). The kth principal component is the linear combination
of the features, Xay.

Note that PCA may not yield components predictive of the class of image since it extracts
components sequentially which maximize the total predictor (feature) variability, irrespective
of how well the constructed components predict classes. For this reason, a different objective
criterion for dimension reduction may be more appropriate for the class prediction.

The objective criterion for constructing components in PLS is to sequentially maximize
the covariance between the class variable and a linear combination of the features. Suppose
there are G + 1 classes (persons:0,1,...,G) to be recognized. We define G-dimensional
random vector y = (y1,¥2,.-- ,¥g)', where y; = 1 and y; = 0 for all j # 1 when the face
image belongs to the class i — 1, i =1,2,... ,G,and y; = 1forall¢ =1,2,...,G when the
image belongs to the class G. Then we can get the class vector observations {y1,¥2,..-,¥n}
from the training sample of images to construct the n x G class matrix Y = y1,¥2,--+»¥nl"
PLS is to find the weight vector by such that
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by = arg  max Cov}(Xb,Yc) for k=1,2,...,K,
b'b=1,¢'c=1

=1,c'c=

subject to the orthogonality constraint
b, Sb; =0 forall 1< <k,

where b, ¢ are unit vectors, and S = X'X. The kth PLS component is the linear combination
of the original features, Xby. Since PLS extracts the components to maximize the correlation
between the component and the class variable, PLS is expected to be more predictive than
PCA. PCA can attain similar performance only when the selected principal components are
fortunately on the direction which is predictive of the class. PLS component scores can be
calculated by standard statistical packages, for example, SAS.

3. Experimental results

In this section we will present the results of a face recognition experiment by PCA and
PLS dimension reduction, using two small face databases, the Manchester database with
30 individuals and 10 images per person, and the Olivetti Research Laboratory (ORL)
database which are 10 different images for 40 individuals. Therefore the sample sizes for the
Manchester and ORL data are 300 and 400, respectively. In both databases, the individuals
show different facial expressions on all of their images (happy, sad, surprised, etc.). All
images are grayscale. The resolution of the Manchester data in this experiment is 16 x 16,
and that of the ORL data is 28 x 23, which were averaged on each 32 x 32 pixels of the
original 512 x 512 pixels, and on each 4 x 4 pixels of the original 112 x 92 pixels, respectively.
The features are grayscale intensities, and the dimension of the feature vector is 256 (16 x 16)
and 644 (28 x 23) for the Manchester and ORL databases, respectively.

In this experiment, we first reduce the dimension by PCA and PLS so that the high
dimension of p features is reduced to a lower dimension of K components. Here we consider
K from 20 to 100 by 10 for the Manchester data, and from 20 to 50 by 5 for the ORL data.
Since the reduced dimension is now low (K < n), we apply conventional classifiers such as
LDA and QDA to the K components data. Then the misclassification rate is calculated
by the leave-one-out cross-validation. That is, one of the n images is left out for the test
and a classification function is get based on the remaining n — 1 images. The classification
function is then used to predict the class of the left out image. This procedure is repeated
for each of the n images in the training data set to get the misclassification rate. The
misclassification rates of classifier LDA and QDA with different reduced K-dimensional
PCA and PLS components are shown in Table 1 and Table 2 for the Manchester and ORL
databases, respectively. The LDA performance is better than that of QDA in both databases.
In Table 1, the lowest LDA error rate for PCA is 0.143 with K = 100 components, but it
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Table 1: The misclassification rates for Manchester data (16 x 16 300 images)

number of components (K)

classifier | method | 20 | 30 | 40 | 50 | 60 [ 70 | 80 | 90 | 100
LDA | PCA [0.217[0.176{0.173 | 0.157 | 0.153 | 0.147 | 0.160 | 0.143 | 0.143
PLS |0.153|0.103 | 0.077 | 0.057 | 0.037 | 0.040 | 0.037 | 0.043 | 0.017
QDA | PCA [0.223]0.233 | 0.243 | 0.230 | 0.243 | 0.287 | 0.277 | 0.287 | 0.310
PLS |0.203|0.180 | 0.197 | 0.187 | 0.183 | 0.217 | 0.233 | 0.263 | 0.293

Table 2: The misclassification rates for ORL data (28 x 23 400 images)

number of components (X)

classifier | method | 20 | 25 [ 30 | 35 | 40 | 45 | 50
LDA PCA [0.035|0.0230.018|0.015|0.010 | 0.013 | 0.015
PLS |0.025|0.020 0.008 | 0.005 | 0.008 | 0.005 | 0.005
QDA PCA |0.050|0.048 | 0.045 | 0.043 | 0.043 | 0.045 | 0.048
PLS |0.038|0.030]0.025 | 0.030 | 0.030 | 0.030 | 0.030

can be reached with less than K = 30 components for PLS. Table 2 of the ORL data also
shows the lower error rates of PLS. Table 1 and Table 2 indicate that PLS outperforms PCA
for both classifiers since the misclassification rate of PLS is always lower than that of PCA

for each reduced dimension K.
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