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ABSTRACT

In this paper, we develop the Jeffreys prior, reference priors and the probability

matching priors for the intraclass correlation coefficient of a symmetric normal distribution.
We next verify propriety of posterior distributions under those noninformative priors. We
examine whether reference priors satisfy the probability matching criterion.

1. INTRODUCTION

A multivariate normal observation X = (Xl,“',X,,)T is said to have a Symmetric

normal distribution if

P 1 o e 0
EX=|i|=¢l ead CowX=d|F% > ol (1.1)
H 0 0 1

where pe(—o0,0) and —(p—1) K p<{1l. The above distribution is extensively studied
in Rao(1973) and can be used for many real-life applications. One such example is
discussed in Rao(1973), where a symmetric model distribution can be used to estimate the

correlation coefficient between heights of brothers on the basis of measurement taken on @

brothers in each of the # families.

The intraclass correlation coefficient o is frequently used to measure the degree of
intrafamily resemblance with respect to characteristics such as blood pressure, cholesterol,
weight, height, stature, lung capacity, and so forth. Statistical inference concerning p for a
single-sample problem based on a normal distribution has been studied by several authors.
Among others, we may refer to Rao(1973), Rosner, Donner, and Hennekens(1977), Donner
and Bull(1983), Srivastava and Carter(1983), Srivastava and Katapa(1986), Gokhale and
SenGupta(1986), Velu and Rao(1990).

There is a considerable study of a statistical inference for intraclass correlation coefficient
from familial data by several authors. In this paper, we consider estimating problem for
intraclass correlation coefficient ¢ using noninformative priors that applying in Bayesian
estimation.

The most frequently used noninformative prior is Jeffreys’ prior, which is proportional to
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the positive square root of the determinant of the Fisher information matrix. But, in spite of
its success in one-parameter problems, Jeffreys’ prior frequently runs into serious
difficulties in the presence of nuisance parameters. To overcome these deficiencies of
Jeffreys’ prior, Berger and Bernardo(1989,1992) extended the reference prior approach of
Bernardo(1979) for deriving noninformative priors in multiparameter situations by dividing
the parameters into parameters of interest and nuisance parameters. This approach is very
successful in various practical problems. As an alternative, we use the method of
Peers(1965) to find priors which require the frequentist coverage probability of the posterior
region of a real-valued parametric function to match the nominal level with a remainder of

oln -2 ). These priors, as usually referred to as the first order matching priors. Mukerjee
and Dey (1993) extended this result with a remainder of o(#n 1Y for which the priors are
called the second order matching priors.

In this paper, we consider the problem of inferencing o using noninformative priors. In
Section 2 we derives the reference priors. In Section 3, we show that posterior distributions

are proper and provide marginal posterior distributions under reference priors. In Section 4,
we examine whether reference priors satisfy the probability matching criterion.

2. NONINFORMATIVE PRIORS

Suppose we have a sample of measurements from & families, and let X, -+, X,
represent measurements from the i-th family, where X,-=(X,1,'",X,-,,)‘ isa px1
vector of chservations from the i-th family, 7=1,2,---,k The structure of the mean
vector and the covariance matrix for the familial data is given by (Rao, 1973) as

g=pl, and gfm%ym)g+ph (2.1)

where 1, is the px1 vector of 1's, I, is the pXp identity matrix and J, is the pXxp
matrix containing only ones, pg(—oo{u{o0) is the common mean, A(*>0) is the
common variance of members of family, and p, called the intraclass correlation coefficient,
is the coefficient of correlation among the members of family and —1/(p—1)<<1.

It is assumed that X; ~ N(g, >1), i=1,2,--k, where represents a p-variate normal
distribution and gz and > are defined (2.1).

Let

Y;=(Ya,, Yy) = QX,, (2.2)
where @ is an orthogonal matrix. Under the orthogonal transformation (2.2), it is obvious
that

Y;~N(g', 27),i=1,2,.k (2.3)
where
gt =pu,0,0,,0) and 2= diag{1+(p— 1o, (1—p), ", (1= p)}.

The likelihood function of (p, ¢%, &) for model (2.3) is
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sk _k -1k
Lo, uly)y= @2n) *(&) *[1+(p—0)] *A-p) °*

(a=Vou® | ]
t[ l*’l(ﬁ l)p+ 23’/]

(2.4)
From (2.4), Fisher information matrix is given by
Kp, o, 1)
(b=, (p=Dk  _ plp—1)ok 1 1 0
21+(1=-pe)* " 2(1-0)° 200 (1+(p=Dp) 1-p
—p(p=1)pk 1 1 pk 0
20° (1+(=Dp) 1-p 20!
0 0 e
g 1+(p»—Dp
(2.5)

We have the following theorem of the reference prior of the ordering group (p, o, 0.
using an algorithm by Berger and Bernard(1989) to (2.3).

Theorem 2.1 For model (2.3), if o is the parameter of interest, then the reference prior

distributions for different groups of ordering of (p, 02,/1) are ;

Group ordering Reference prior

{o.(d, w} ﬂlm(oz)_%[lﬁL(b—l)p] -7t
{0.8, 1}, {o.1t, 0"}, (0, ), 1} moc(d®) 1+ (p~1Dpl T (1=p) 7!

{(o, ), 0% 7130C(02)_1[1“1'(17—1)(3]_;21 (1-07"

{(o, &, )} () _%[1+(1)—1)p] _%(l—p)_1

All the reference prior distributions are proportional to a negative powers of o,
[1+(p—1)p] and (1—p). Therefore , a general form of the prior can be written as
e () [1+ (p—Dol? (1—p) 7. (2.6)

Also, Jeffreys’ prior which is the square root of the determinant of the expected Fisher
information matrix is given by

_3 _3
rc(d?) E[1+(p—1pl 2(1—p)7L, 2.7

Therefore, the Jeffreys’ prior is the same as the reference prior 7; for (p, o L ).

3. POSTERIOR DISTRIBUTIONS

According to Bayes theorem, the posterior distribution of (p, 0’2,/1) with respect to the
priors in (2.6) is given by
(p=1)k

sk gk .-
o, ely)= @2 *(* ll+0—-0] *Q-—p) S 1)

a=Vow)® 1
ﬁ[ l+‘(p De T1- 2“'"

@G.D
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Theorem 3.1 The posterior distribution (3.1) is proper if « <—M—2_&, [)’—a-’r—(Lzl)ﬁ >0,

4. PROBABILITY MATCHING PRIORS

We have the first order matching priors for 0, the parameter of interest, as follows:

Theorem 4.1. The first order probability matching priors are given by
=1,

1_
2P0, &, 1) o« [1+ (p— 1ol ”;(l—p) ’
_ 1
g P1—p) L1+ (=10l w, 4.1)

where g is a positive arbitrary differentiable function.

Proof. the first order probability matching priors are the solutions 7 to the differential

equation
9 [ 2[1+(p=Dol*0—0)? 7
89{[ #p—Dk ]2 ”l}
+aiz{[ 2[1+(1;(—pl_)x;])k(l—p) 12 . 202[1+(17;}?)p](1—p)p]ﬂ}:0. (4.9)

The solutions to (4.2) are given by

1_ _ 1 1
2P0, R ) o [14+ (p=1pl* (1=0) ? ' gPl—p) *[1+(p=Dol?, 1),

for any positive differentiable function g.

Clearly the class of priors given (4.1) is quite large, and it is important to narrow down
this class of priors. We have the second order matching priors for o, the parameter of

interest, as follows:
Theorem 4.2. The second order probability matching priors are given by

B0, P, 1) < () N1+ (p—1p] 11—p)~F K(p), (4.3)

where #A(y) is a positive arbitrary differentiable function.

Remark 4.1. There are infinitely many matching priors for © up to o(n”Y). Among the

reference priors developed in Section 2 x5 is the only second order probability matching

prior with A(p)=1.
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