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Abstract: Independent Component Analysis (ICA) is used to 
generate ICA filter for computing feature vector for image 
window. Filters that have high discrimination power are se-
lected to classify image from these ICA filters. Proposed classi-
fication algorithm is based on probability distribution of feature 
vector.  
Keywords: ICA, Classification, Panchromatic imagery.  
 

1. Introduction 
 

The panchromatic imagery includes visual data such 
as edges, lines, and textures. For panchromatic image 
classification, methods using Co-occurrence Matrix, 
Fourier, DCT, Wavelet and PCA are used in many re-
searches that have been carrying out to efficiently extract 
features from panchromatic image and reduce the de-
pendency and correlation of the visual data. In this paper, 
we propose the method using ICA (Independent Compo-
nent Analysis) as the method to extract features from 
panchromatic image. ICA removes the inter-related sta-
tistical dependency and transforms observed image sig-
nal to minimized linear combination [1]. ICA is suitable 
for analyzing image data that contains different shapes 
and sizes of edges each class. 

The construction of this paper is as follow. In the sec-
ond section, ICA algebraic concept is briefly introduced. 
In the third section, we explain the method of generating 
ICA filter from image windows. We also introduce the 
method to select ICA filters that have high discrimina-
tion and to classify feature vectors obtained from the 
selected filters. In the fourth section, the performance of 
proposed classification algorithm is shown. In the final 
chapter, we bring to the conclusion. 
 

2. Independent Component Analysis 
 

If independent source vector and observed random 
vector are T

nsss ] ,   ,  ,[ 21 L=s  and T
mobs xxx ],,,[ 21 L=x , 

the ICA linear model is as follow [2]. 
 

,Asx =obs               (1) 

,obsWxs =               (2) 
 

ICA is the method that assumes independent source vec-
tor s , mixing matrix A ( nm× ) or separating matrix 
W ( mn× ) only from given obsx . In equation (1), obsx  
is represented as the linear combination of independent 
source vector of factor is  corresponded to each base 
vector 

ia ( ni  ,, 1 L= ). Similarly in equation (2), once 
independent component is  is generated from the ma-
trix multiplication of the row vector of W and the obsx , 

T
iw ( mi  ,, 1 L= ) becomes an ICA filter reflecting 

obsx  on the independent plane. 
To assume an independent component, assumed 

value y  (simply say obsx  to x) can be expressed as 
follow [1]. 

 
,szAswxw TT

i
T

iy ===          (3) 

,iwAz T=  
 

The assumed independent component y  can be rep-
resented as the linear combination of weight vector Tz  
and originally included independent component is . The 

purpose of ICA is making Tz  to have a component, 
which is not a zero, as maximizing the non-gaussianity 
of xw T

i . Here, szxw TT
i =  would be corresponded to 

the one of included independent components.  
Fast ICA algorithm used in this paper makes use of 

negentropy to measure non-gaussian [3]. 



3. Proposed Classification Algorithm 
  

The proposed classification method consists of four 
major steps. Those are preprocessing, ICA filter extrac-
tion, filter selection and image classification.  

As a preprocessing step, we first carry sharpening out 
to emphasize contrast between neighboring pixels and 
maximize texture [4]. Next, image is normalized and 
made zero mean. As the second step, the training data 
obtained from the preprocessed image is subtracted its 
local mean and then ICA is performed to generate ICA 
filter. We extracted 50 filters by reducing dimension with 
PCA. Figure 1 shows example of extracted ICA filters. 

 
 

   
 

Figure 1. Example of extracted ICA filter (18 x 18) 
 

After we calculate feature vector (here independent 
source vector) from equation (2) using extracted filters, 
we normalize the feature values created from each filter 
to values between 0 and 255. We use criterion function 
J  to select a filter that has good discrimination power 
[5]. 

 

,
)()(

)()(
22 21

21

c
i

c
i

c
i

c
i

svarsvar

smeansmean
J

+

−
=         (4) 

 
where 1c

is  is the feature values of class 1c  calcu-
lated through filter i , )( 1c

ismean  and )( 1c
isvar  is the 

mean and variance of 1c
is . If J  has values big enough 

comparing to some pair of classes { 1c , 2c }, we consider 
filter i  as a filter that has good discrimination power, 
and so we use them for classification. Through above 
process, we select 5 filters. 

As a final step, we evaluate the probability distribution 
of feature values obtained from each filter for each class 
by using training data. We extract feature values with 
each selected filter from the entire image. Then feature 
map that is composed of feature values obtained from 
each filter is created as much as filters. Figure 2 shows 
feature maps generated by each filter. 

To consider both center feature value and values 
around it, we use window )1919( × . We calculate the 
distribution of feature values within window for each 
feature map and then compare it with probability distri-
bution obtained from training data.  

 

 
 

Figure 2. Feature maps generated by each filter  
 

To calculate the similarity, we used the summation of 
absolute difference and find a class that has a minimum 
value for each feature map. Finally, we select a class as a 
conformed class if it shows most of filters.  

For area that isn't classified, we classify them with 
pixel unit. We first find a class that has maximum value 
in product of probability of feature values with same 
position for each feature map. We finally assigned a class 
occupying majority within window to conformed class.   

 

4. Experimental Result  
 
The image used in the experiment is an aerial image of 

Seoul province with 4-m resolution. The size of the im-
age is 300300 × . We obtained 100 sample data from 
each class in the image. Then we rotated each sample 
image in 45 degree increment and so get 800 training 
data set for each class [6].  

The experiment image in Figure 3 composed of 3 
classes that are mountain area, residential area with low 
buildings, and residential area with high buildings. We 
classify the image with 3 classes. As a result, mountain 
area, residential area with low building, and residential 
area with high building are classified as class 1, class 2, 
and class 3 as shown in Figure 3. To evaluate the per-
formance of classification, we verified the accuracy of 
assigned class by randomly selecting 600 coordinates in 
the original image. As a result, we obtained 91.2% accu-
racy as shown in Table 1.  

 
 

 
 

Figure 3. Original image and classified images   
 



Table 1. Accuracy for classification 
 

 
 
5. Conclusion 

 
We obtained feature values by analyzing edges, lines, 

and texture information of the panchromatic image with 
ICA and applied the algorithm to classify those feature 
values. In our experiment, we obtained about 91% accu-
racy in classification with this method. 

In ICA filter, localization is guaranteed in spatial fre-
quency and orientation and we are able to create filters 
with more complex frequency response comparing to 
other methods [6]. Therefore, we conclude that ICA is 
very useful in extracting information from image and 
also has good performance to generate feature values for 
efficient classification. 
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