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Abstract

The parallel machine scheduling problem of assigning \( n \) jobs on \( m \) identical machines with the objective of minimizing makespan is considered. In this note, we apply the PTAS (Polynomial Time Approximation Scheme) of Hochbaum and Shmoys to our problem and show that it is still a PTAS for our problem.

1. Introduction

We consider the problem of parallel machine scheduling of \( n \) independent jobs on \( m \) identical machines where machines are not available at time zero. Formally, we are given a problem instance \( I = (J, \pi) \), where \( J \) is a set of jobs and \( \pi \) is a set of machines \( \{1, 2, \ldots, m\} \). Each job \( j \in J \) has its processing time \( p(j) \) and each machine \( i \) has its starting time \( s_i \geq 0 \) for \( i \in \pi \). An assignment \( S_i \subseteq J \) is a set of jobs placed on the machine \( i \) so that the load on the machine \( i \) is \( s_i + t(S_i) \), where

\[ t(X) = \sum_{x \in X} p(x) \text{ if } X \text{ is not empty, otherwise zero for any subset } X \subseteq J. \]

Then a schedule \( S = \langle S_1, \ldots, S_m \rangle \) is a partition of \( J \) into \( m \) disjoint assignments and its makespan is defined to be \( \max_{i \in \pi} (s_i + t(S_i)) \). In our problem, the objective function is to find a schedule with the minimum makespan. Given an instance \( I \), we denote \( OPT(I) \) as the minimum makespan.

This problem is NP-Complete [3] and hence it is unlikely that there exists any polynomial-time algorithm generating a schedule with the minimum makespan. To attack such an NP-Complete problem, it is reasonable to consider some approximation algorithm which
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produces a schedule with a near optimal makespan. Given a constant \( c > 0 \), an algorithm is called \((1+\epsilon)\)-approximation algorithm if it always generates a schedule with makespan at most \((1+\epsilon)\) times optimal, i.e., \((1+\epsilon)\) \(OPT(I)\), in polynomial time of the parameters \( n \) and \( m \) for every instance \( I \). Then, the family of \((1+\epsilon)\)-approximation algorithms which run in polynomial time of the parameters \( n \), \( m \) and \( 1/\epsilon \) is called polynomial time approximation scheme (PTAS).

For the classical parallel machine scheduling problem where all the machines are available at time zero, Graham [4] presented the algorithm LPT and showed it always generates a schedule with makespan at most \(4/3\)-\(1/3m\) times optimal. Another algorithm using a binary search procedure, MULTIFIT, is developed by Coffman et al. [1] whose performance is proved to be \(13/11\) approximate [8]. Similar heuristic approaches have been taken to deal with our problem where machines are not available at the start. The two algorithms LPT and MLPT are proposed by Lee [7], which are shown to be \(3/2\)-\(1/2m\) and \(4/3\) approximate, respectively. Chang and Hwang applied the algorithm MULTIFIT to our problem and they proved that it always yields a schedule with makespan no more than \(9/7\) times optimal.

In order to achieve better approximation, a new approach has been developed. In [5], Hochbaum and Shmoys proposed a dual approximation approach which uses the primal-dual relationship in the classical parallel machine scheduling problem (primal) and the bin-packing problem (dual). For the classical parallel machine scheduling problem, they found a PTAS which always generates a schedule with makespan at most \(1+\epsilon\) times optimal with the running time of \(O((n/\epsilon)^{\log_{2/e}n})\) for every constant \( \epsilon > 0 \) [6].

In this paper, we apply the dual approximation approach and develop a PTAS for our problem. In section 2, we present the way dual approximation approach operates and then we give a PTAS in section 3.

2. Dual Approximation Approach

Given a time deadline \( d \) and a constant \( \epsilon > 0 \), we classify jobs in \( J \) into two classes: big and small jobs. Job \( x \) is called big job with respect to \( d \) if \( p(x) > \frac{\epsilon}{1+\epsilon}d \). Otherwise it is called small. Let's first observe the fundamental property of the list scheduling algorithm, which will be a part of our algorithm. The list scheduling algorithm is a greedy algorithm which runs as follows: given a predefined schedule \( S \) and a set of unassigned jobs in \( J \), it chooses any job \( x \) from the set of remaining jobs and assigns it to the machine with the least load, that is, the minimum value of \( s_i + f(S_i) + P(x) \) for \( 1 \leq i \leq m \).
**Lemma 1**

Given an instance $I = (J, \pi)$ and a time deadline $d \geq (1 + \epsilon) \text{OPT}(I)$, $\epsilon > 0$, let $J = J_1 \cup J_2$ where $J_1$ ($J_2$) is the set of big (small) jobs with respect to $d$, respectively. If a schedule $S$ for the set $J_1$ has makespan no greater than $d$, the schedule obtained by applying the list scheduling algorithm to $S$ and the set $J_2$ has also makespan no greater than $d$.

**Proof.**

Suppose the lemma does not hold. Then let $x$ be the first small job which could not be assigned within time $d$ and $S'$ be the latest schedule made from $S$ at the time right before $x$ is tried by the list scheduling algorithm. From the nature of the list scheduling algorithm we have $s_i + t(S_i') + p(x) > d$ for all $1 \leq i \leq m$.

This implies $s_i + t(S_i') > \frac{1}{1 + \epsilon} d \geq \text{OPT}(I)$ since $p(x) \leq \frac{\epsilon}{1 + \epsilon} d$ and thus we have

$$\sum_{i=1}^{m}(s_i + t(S_i')) > m \text{OPT}(I),$$

which is a contradiction.

**MDUAL$_k$($I, d$)** represents any function that operates for the subset of big jobs with respect to $d$ and always returns true with a schedule whose makespan is at most $d$ for every instance $I$ whenever $d \geq (1 + \epsilon) \text{OPT}(I)$. However, if $d < (1 + \epsilon) \text{OPT}(I)$ then DUAL$_k$ might return false in which case the function could not assign all the big jobs within time $d$. Given any schedule successfully obtained by DUAL$_k$, it is trivial to construct the complete schedule for all the jobs with the same makespan of the DUAL$_k$ schedule (Lemma 1) using the list scheduling algorithm.

Now we consider our $(1 + \epsilon)$-approximation algorithm MMDUAL$_k$ (Multi DUAL). MMDUAL$_k$($I, k$) is a binary search procedure that starts with its initial lower and upper bounds $CL(I)$ and $CU(I)$ and gradually converges to a desired time deadline by iteratively calling a function DUAL$_k$ $k$ times. The two bounds $CL(I)$ and $CU(I)$ are defined as follows:

$$CL(I) = \max \{s_{\text{max}} + \frac{\sum_{i=1}^{m} s_i + t(J)}{m}\},$$

$$CU(I) = \max \{s_{\text{max}} + \frac{\sum_{i=1}^{m} s_i + t(J)}{m}\},$$

where $s_{\text{max}}$ denotes the largest starting time and $p_{\text{max}}$ the greatest size. It has been proven that $CL(I) \leq \text{OPT}(I)$ and $CU(I) \leq 2\text{OPT}(I)$ in [2]. Now we formally describe the algorithm MMDUAL$_k$ as shown in Fig. 1.

**Procedure MMDUAL$_k$($I, k$)**

begin

\[ lower := CL(I); \]

\[ upper := CU(I); \]

\[ for \ i := 1 \ to \ k \ do \ begin \]

\[ d := (lower + upper)/2; \]

\[ if \ DUAL_k(I, d) = true \]
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then upper := d;
else lower := d;
end

Fig. 1. Algorithm $MDUAL_{\epsilon}$

Let $S$ be the latest schedule obtained from $DUAL_{\epsilon}(I, d)$ with the returned value of true during the procedure $MDIAL_{\epsilon}(I, k)$. The schedule of $MDUAL_{\epsilon}$ is then defined as that constructed from $S$ after applying the list scheduling algorithm for the remaining small jobs. Similarly to the arguments in [1], we have the following result on the performance of $MDUAL_{\epsilon}$.

Theorem 2

The $MDIAL_{\epsilon}(I, k)$ always generates a schedule with makespan at most $1 + \epsilon + 2^{-k}$ times optimal.

Proof.

Suppose the theorem does not hold. Then, there exists a problem instance $I$ for which

$$\frac{z_{MDUAL}}{OPT(I)} > 1 + \epsilon + 2^{-k} \tag{1}$$

where $z_{MDUAL}$ is the makespan of the final schedule of $MDIAL_{\epsilon}(I, k)$. From Lemma 1 and the definition of $DUAL_{\epsilon}$, $z_{MDUAL}$ cannot be greater than the makespan of the schedule generated by $DUAL_{\epsilon}(I, d)$ for the big jobs whose sizes are greater than $\frac{\epsilon}{1 + \epsilon} d$ where $d = (1 + \epsilon + 2^{-k})OPT(I)$. Let $upper_{\epsilon}$ ($lower_{\epsilon}$) be the last upper (lower) bound values right after the $k$th trial of $DUAL_{\epsilon}(I, d)$. Then by (1), we know the last upper bound value is greater than $(1 + \epsilon + 2^{-k})OPT(I)$. Thus we have

$$upper_{\epsilon} > (1 + \epsilon + 2^{-k})OPT(I). \tag{2}$$

By the nature of a binary search, we have

$$upper_{\epsilon} - lower_{\epsilon} = 2^{-k} \cdot (CU(I) - CL(I))2^{-k} \cdot OPT(I), \tag{3}$$

since $CU(I) \leq 2CL(I)$ and $CL(I) \leq OPT(I)$. Then by (2) and (3)

$$lower_{\epsilon} > (1 + \epsilon)OPT(I). \tag{4}$$

Thus we know that $DUAL_{\epsilon}$ must have been tried with its time deadline $lower_{\epsilon}$ and it must have returned false, that is, $DUAL_{\epsilon}(I, lower_{\epsilon}) = false$ at some point during the binary search. However, this is impossible by the definition of $DUAL_{\epsilon}$ and the fact $lower_{\epsilon} > (1 + \epsilon)OPT(I)$.

In the next section, we present a $DUAL_{\epsilon}$ which is a modification of the dual algorithm by Hochbaum and Shmoys (1997). Then, we have a PTAS for our problem, which the family of the
DUAL* algorithms for any $\epsilon > 0$.

3. A Polynomial Time Approximation Scheme

To simplify our arguments, we assume without loss of generality that the optimal makespan of an instance $I = (J, \pi)$ is one, i.e., $OPT(I) = 1$ so that all the job sizes and machine starting times are at most one.

We partition the interval $(\epsilon, 1]$ into subintervals $(u_i, v_i), (u_0, v_2), \ldots, (u_n, v_k)$ where $u_i = \epsilon$, $v_k = 1$, and $u_j = v_{j-1}(1+\epsilon)$. Note that $k \leq \frac{\log(1/\epsilon)}{\epsilon}$.

A configuration of an assignment $S_i$ can be presented by a $k$-tuple $(x_1, \ldots, x_k)$, where each $x_j$ denotes the number of jobs with size in the interval $(u_j, v_j]$. Then, a configuration $(x_1, \ldots, x_k)$ is called feasible for machine $i$ if $x_i + \sum_{j=1}^{k} x_j u_j \leq 1$. We can show that any assignment $S_i$ with feasible configuration $(x_1, \ldots, x_k)$ has load at most $(1+\epsilon)$.

Let $f_i(n_1, \ldots, n_k)$ be a function which returns true if it can find a feasible configurations for machines $i$ to $m$ otherwise false, where $n_j$ denotes the number jobs with size in $(u_j, v_j]$.

We can find a schedule with makespan at most $1+\epsilon$, using dynamic programming which runs in time $O(n/e)^{\log \frac{k}{\epsilon}}$:

$f_i(n_1, \ldots, n_k) = true$ if there exists a feasible configuration $(x_1, \ldots, x_k)$ for machine $i$ such that $f_{i+1}(n_1 - x_1, \ldots, n_k - x_k) = true$.

Note that for any time deadline $d \geq (1+\epsilon)OPT(I)$, the dynamic programming finds a schedule with makespan at most $(1+\epsilon)OPT(I)$ for big jobs. Then, from the schedule we can make the final schedule for all the jobs with makespan $(1+\epsilon)OPT(I)$ by Lemma 1.
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