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Abstract

In this paper, we implemented the voxel coloring method to reconstruct 3D object from synthetic input
images. Then compare the result between using standard voxel coloring and using coarse-to-fine method. We
compared using different voxel space size to see the difference of time processing and the result of 3D object.

Photorealistic 3D object reconstruction is a challenging problem in computer graphics. Voxel coloring
considered the reconstruction problem as a color reconstruction problem, instead of shape reconstruction problem.
This method works by discretizing scene space into voxels, then traversed and colored those in special order. Also,
there is an extension of voxel coloring method for decreasing the amount of processing time called coarse-to-fine
method. This method works using low resolution instead of high resolution as input and after processing finish,

apply some kind of search strategy.

1. Introduction

Nowadays, automatic reconstruction of photorealistic
three dimensional object from multiple images is a challenge
in computer graphics. Almost all of real world scene consists
of geometric complex that difficult to reconstruct. There are
some approaches for addressing that problem. First approach
1s Image Based Rendering. Image Based Rendering generates
synthetic image from photographs instead of geometric
primitive. Another approach is Image Based Modeling,
which produce three dimensional model from one or more
images.

One approach in Image Based Rendering field for
addressing the scene reconstruction problem has been
presented by Seitz and Dyer called voxet coloring [1]. This
method similar to Collins’ Space-Sweep [4] that performs an
analogous scene traversal for a plane in the scene volume,

then accumulated vote for points on the plane that project to

edge features in the image. But this method doesn’t provide
general solution for occlution problem.

Voxel coloring method defines the problem to be solved
as color reconstruction problem instead of shape
reconstruction problem. The basic idea of Voxel coloring is
discretizing voxel space into set of voxels and then traverse
and projects each voxel into each image in which it is visible.
Later, check if the colors in image is consistent, mark voxel

with that color, else mark voxel as empty.

2. Voxel Coloring Method

Voxel coloring traverses three dimensional space in
“depth-order” to identify voxels that have a unique coloring,
constant across all possible interpretations of the scene. A
voxel is said to be consistent if it projects to the same color
on all the images from where it is visible. And to avoid

multiple passes through the voxel space, this method uses a
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constraint known as the ordinality visibility constraint.
Because of the constraint, the voxel space is partitioned into
layers. Then, each layer is traversed one by one from the

location nearest to the camera position.
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Figure 1. Voxel coloring traverse order
The key problem of voxel coloring is how to assign
colors to voxels in 3D volume and still have consistency with
a set of basis images. Formally, the voxel coloring problem
is : given a set of basis image I, ..., I,, of a static Lambertian
scene and 1 voxel space V, determine a subset ScV and
coloring color(V, S), such that SEN where N is set of all

consistent scenes.

2.1 Ordinal Visibility Constraint [1]

The ordinal visibility constraint enables the identification
of the set of color invariants as a limit point of N. Let P and
Q be scene points and I be an image from a camera centered

at C. P occludes Q if P lies on the line segment CQ. The

input camera must be positioned so as to satisfy the
constraint : There exists a norm || . || such that for all scene

points P and Q, and input images I, P occludes Q in [ only if ||
Pli<fiQl
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Figure 2. (a) Inward looking, camera position above the scene,
(b) Outward looking, camera position inside the scene, locate
around sphere.

2.2 Color Invariants 1]

Scene reconstruction is complicated because a set of
images can be consistent with more than one rigid scene. A
voxel may be a part of two consistent scene but the color are
different, or a voxel contained in one consistent scene may
not be contained in another scene. So to recover the intrinsic
scene information, the only way is invariants, the properties
that are satisfied in every scene.

A voxel V is a color invariant with respect to a set of
images if, V is contained in a scene consistent with the
images, and for every pair of scenes S and S§’, VES S’
implies color(V,S) = color (V,S”).

2.3 Voxel Coloring Algorithm
The pseudocode for voxel coloring method is as
follows :

create empty voxel space and partition it into layers
Jor each layer in the voxel space from nearest camera
location {
Jor each voxel in the layer {
project the voxel to each image
collect the set of pixels to which this voxel projects
and the pixels haven't been marked yet
calculate the color consistency of set of pixels
if (consistency < treshold) {
color this voxel
marked pixel related with this voxel

All images must have no background before compute the
projection from voxel. Color consistency is define as the
standard deviation in the color of the set of pixels in all
images, on which a voxel projects. A voxel will be colored

only if the consistency is less than threshold value.

3. Coarse-To-Fine Method

Prock and Dyer present coarse-to-fine method [2], that is
an extension of voxel coloring in order to make processing
faster. Using coarse-to-fine method, the processing is used
low resolution information as input to create a higher
resolution result. This method will be faster because of using
low resolution as beginning process, so the processing is

focused only on important regions and concentrate only on
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locations that contain colored voxels.

There are some issues that must be considered using this
method. The first issue is the result may be incorrect because
of low resolution input. This because there are some surface
can’t be detected in low resolution. To addressing this issue,
the voxels that remain uncolored at low resolution. but
actually contain small opaque sub-regions, should not be
eliminated. So the voxels later can be considered when
process in higher resolution.

Another issue is because the resolution is reduced,
voxels with smaller occupied sub-volumes may be missed as
false negatives. To addressing this issue, there is some kind
of search strategy must be implemented that finds the missing

voxels.

3.1 Searching for False Negatives

For searching for voxel that uncolored for mistakenly,
we can use some kind of heuristic. The seach strategy has
been choosen is a nearest neighbor search. All voxels within
some 1-norm neighborhood of the original low resolution set
is added to the set. These voxels are then subdivided into
octants and then traversed in the standard layered order and

colored according to the original algorithm.

4. Camera Calibration and Projection

Camera calibration is the process of determining the
infrinsic and extrinsic parameters of camera. Intrinsic
parameters include the internal camera geometric and optical
parameters such as focal length, lens distortion coefficient,
uncertainty scale factor, and the computer image coordinate
for the origin in the image plane. The extrinsic parameters
include the positional orientation of the camera with respect
to the world coordinate system. These include the three Euler
angles and three translation parameters.

Camera’s projection matrix H is a 3x4 matrix that
describes how a point P = (X,Y,Z) in 3D space projects to a
xy)
representation, the formula is [3] :

point p = in an image. Using homogeneous

X

X by by by Ry Y (1)
p=\Sy{=HP=\hy hy, hy hy, 7z
s o By By by ]

s is a scale factor. The projection matrix (H) can be composed
using the camera calibration. The formula is

H=K|[R|-RT] 2)
Where the matrix K is 3x3 matrix as follows :
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d, = horizontal size of a pixel d, = vertical size of a pixel
= horizontal center of image ¢, = vertical center of image
f=focal length
R matrix is 3x3 rotation matrix that describes the orientation
of the camera. R has three degrees of freedom that describes
as (v, 0, @) that represent of X, y and z respectively.

{cos:ﬁ - sin ¢ OH cos 8 0 sin ?{1 0 [ } “4)
R=lsinp cosg Of 0 1 O U0 cosy ~-siny

0 0 1]~sin@ 0 cos@[0 siny cosy

and last matrix T = [T,, T,, T.]" is the position of the

camera’s center of projection in world coordinates.

5. Experimental Result

In this paper, we try to implement the voxel coloring
method using OpenGL as a tools. We create synthetic input
image and make 3D reconstruction from that. We implement
the standard voxel coloring method and compare it with
coarse-to-fine method. The synthetic input image we create
has a black background, because voxel coloring required that
input images must have no background.

Following pictures are two of the eight synthetic input
images that we use, and also we show the result using

standard voxel coloring and coarse-to-fine method.
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Figure 3. (a), (b) , (€), (f) Two of eight input images,
(c), (g) Result using voxel coloring method,
(d), (h) Result using coarse-to-fine method

In the following table we present the result of
comparison amount of time required and number of
reconstruction voxels between standard voxel coloring

method and coarse-to-fine method.

Table 1. Comparison between standard voxel coloring and
coarse-to-fine method.

Voxel Standard Voxel | Coarse-to-Fine Differen

Space Coloring ce

Size Time Number | Time Number (%)
(seconds) | of Voxels | (seconds) | of Voxels

(50 2.18700 18,479 2.36000 56,382 -7.9103

voxels

(100)° 8.23500 42192 3.03100 54,017 63.1937

voxels

(150)J 17.95300 | 42,192 5.65600 56,382 68.4955

voxels

(W 3587500 | 42,192 24.01600 56,959 33.0564

voxels

Voxel space size must be greater than size of the object
to be reconstruct. In our experiment using figure 3(a,b), (50)°
voxel space size can’t be used because too small, so there are
many voxels can’t be reconstruct.

By observe the result table, optimum voxel space size in

this experiment is between (100)° and (150)° voxels using

coarse to fine method.

6. Conclusions

Using voxel coloring method, we can success reconstruct
photorealistic 3D object, but the system must has excellent
camera calibration. To speed up the time require for
reconstruction can use coarse-to-fine method, because this
method apply to the low resolution scenes that required little
computation for processing, and then can create high

resolution by implement some kind of search strategy.
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