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Abstract - Although it is more and more well
accepted that modeling is a help for experimental
biology, little is known about how to integrate
physiological processes in general. The fact that no
general theory exist in biology has big consequences,
the most important being the difficulty to integrate
biological phenomena. I will present a solution for
the three dependent following issues: i) in an
appropriate theoretical framework, integration
consists in coupling models that each describe
physiological mechanisms (formalization is a
necessary condition to integration); ii) a biological
theory with its own concepts leads to unifying
principles in biology that are different from and
complementary to physical principles; iii) such a
formalized theory consists in a representation in
terms of functional interactions and a specific
JSormalism (S-Propagator).

Hence a biological theory is of a topological and
geometrical nature, in contrast to physical theories
that are of a geometrical nature. An application to
the interpretation of intelligence is proposed, based
on the “intelligence” of movement.

I. HIERARCHICAL REPRESENTATION FOR
A BIOLOGICAL THEORY OF FUNCTIONAL
ORGANIZATION

A. The conceptual framework: functional interactions,
3D representation

In the course of our work on physiological models,
ranging from the molecular to the organismal levels [1],
some novel ideas specific to the study of biology have
been introduced, in particular the concepts of non-
symmetric and non-local functional interactions in
hierarchical space [2]. These basic concepts emerged
from a bottom-up’ approach to living systems, i.e. from
a systematic study of isolated physiological functions,
followed by the integration of these functions at the
level of the organism. A significant consequence of this
theory is that living organisms can be given not only a
double organizational representation, simultaneously
structural and functional, but also a double mathe-
matical representation, simultaneously geometrical and
topological.
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The usual definition of a physiological function such
as vision, digestion, memorization and so on, is
unfortunately not operational. I have defined a
physiological function as a set of functional interactions
between structures. Such functional interactions
describe the action between two structural units. The
source, for example u;, acts upon a sink, w;, after the
action has undergone a transformation in the source.
This interaction, called an elementary function, is
represented by y;; and constitutes an element of the
mathematical graph representing the organization of the
formal biological system (O-FBS). The dynamics of the
functional interactions are then described by a system of
equations.of the type:

Vi=f{WiViz- PpPy-), » (D
where the p’s are specific physical or geometrical
parameters for the structural units defined as the sets of

anatomical or physical elements intervening in the
physiological function.

i,j=1..

This action clearly possesses the property of non-
symmetry, but also that of non-locality, a notion
somewhat more difficult to appreciate since it stems
from the structural hierarchy of the system [3], i.e.
certain structures are included in others. It may be
explained as follows. (i) From a mathematical point of
view, in a continuous representation, the action of one
structure on another is necessarily the action of one
point on another. This does not correspond to the action
of one cell on another in physical space since a cell
contains regions with specialized functions and
therefore cannot be reduced to a point. (i1} The
interaction between one structure and another has to
operate across other structures, which we have called
structural discontinuities, within which the processes
follow a different course. Thus, other levels of
organization in the hierarchical system contribute to the
working of a given structure at a given level in the
hierarchy.

The same reasoning applies to the dynamic
processes of functional interactions operating in the
whole organism, e.g. between neural groups or between
endocrine glands. We have formulated the hierarchical
theory of functional organization as follows [2]: in a
multiple-level hierarchical system, each functional
interaction is described by the transport of an activating
and/or inhibiting signal (in the form of an action
potential, a hormone or some other type of interaction)



between a source and a sink, and each physiological
function results from a combination of such
interactions. This idea can be conveniently expressed in
terms of a field theory according to which an operator
transmits an interaction at a certain rate from a source to
a sink situated in the space of units, with the source and
the sink each being reduced to a point (see below).

In this framework, a physiological function is
represented by a mathematical graph in which the nodes
correspond to the structural units and the edges
correspond to the oriented, non-symmetric interactions.
They are linked relatively to space, which is evident, but
also to time, which represents the decoupling of
physiological functions with respect to time. Each level
of the functional organization will correspond to a
particular physiological function, i.e. a process that
occurs on a certain time scale (as the intricate time loops
of the algorithm that represents the working of the
function). We therefore consider the structural hierarchy
and the functional hierarchy of the system.

~ Structures:
- SPACE SCALES

Figure 1

This “separation” may be viewed as follows. Using
axes for the space scales, the time scales and the space
of structural units (Fig.1), we have a three-dimensional
representation of a physiological function, showing:

(i) The structural units in space for a given function;
and the hierarchical organization of physiological
functions for a given space scale.

(it) The integration of physiological functions, i.e.
the identification of the couplings between the
functions, requires determination of the functional
interactions at the different hierarchical levels involved.

For example, the interactions at the molecular level
between angiotensin and renin will be situated at the
lowest level of the hierarchical organization
representing blood circulation, and will themselves be
coupled with the neural network. This complex task can
only be undertaken using the highly abstract and
technically advanced mathematical methods presented
below.
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B. The S-Propagator formalism describes the dynamics
in the structural organization (D-FBS)

Within the theoretical hierarchical framework
described above, a physiological process, is expressed
as the transport of a field variable submitted to the
action of a field operator. Let yAr,t) be the field variable
defined in the r-space, e. g. membrane potential, and let
& be the field operator which depends on y and on
successive derivatives y/” with respect to time and
space coordinates. The general form of the field
equation is given by:

@y =12, WD =T(rt) Q)

where superscript r denotes the level and I' is the
source term [2]. In this equation, </ describes the
propagation of the field variable y from r’ to 7, and the
local transformation in r is represented by I'(r,7). Since
the operator acts from one point in space onto another, it

must take into account the distance between these two
points, and thus include an interaction operator.

The units «; and u are assumed to be at level r in the
structural organization (space scale x), and at level 7' in
the functional organization (time scale 7). The couple
(xT) in the 3-D representation defines the organization
of the physiological function . There is a structural
discontinuity between the two units »; and u. As shown
in Figure 2, in going from u; at r’ to u at r, the non-local
functional interaction represented by the field y(r.r)
[where r(x,y,z) is the coordinate in the space of units
referred to coordinates (x,y,z) in the physical space]
must cross the structural discontinuity at the lower level,
i.e. it must use processes "outside” the level. Using
operators, the local time-variation may be expressed as:

Hy =T with w:%—uvz—o%, 3)

where < is the non-local operator. This equatioh
governing the transport of the interaction constitutes the
basis of a new formalism [4] involving what we have
called structural propagators (S-propagators). It leads
from Eq.3 to the local time and non-local space equation
for the dynamics of the field variable y/:
Sy’
ot
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where the summation is on the domain D(r) of the
u-units connected with the units at r. Here, D" need not
be constant, as the medium may not be heterogeneous,
in which case the term may be space-dependent; the
time scale is 7, and d(r’,r) is the distance between r’ and
r in the space of units u. The S-propagator describes the
functional action of u’ at ' onto u at r per unit time,

Ydr' + T,(r,t)



because the field variable y/ is emitted by u’ at " and is
transported to u at r (see Fig.2).
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Figure 2

Locally, the field variable depends on the lower
levels and is under three influences, which are shown by
the three terms in Eq.(4): (i) a local process of diffusion
between units through the extra-unit space; (ii) the S-

propagator Zy*]1=P WP, = P¥(r)P(r") that represents
the transport of the field variable inside the space of
units; and (iii) the generation of the field variable at r as
a result of local processes in physical space, represented
by the source term 7.

Finally, the determination of the dynamics of
physiological functions results from the determination
of the propagators P in the above Eq.(4). These results
are valid whatever the level of organization. In the next
section, this formalism is used for the dynamics of the
nervous system and the interpretation of intelligence.

II. 'WHAT IS INTELLIGENCE?

A. The Purkinje unit associated with the deep cerebellar
nuclei is the functional unit of the cerebellar cortex

Using the definition of a functional unit as a
structural unit with a specific function (emergent
properties) at a higher level of organization., the
Purkinje unit associated with the deep cerebellar nuclei,
i.e. the local circuit composed of one Purkinje cell and
its associated cells, can be considered as the functional
unit of the cerebellar cortex [5]:

1. The definition of a Purkinje unit is geometrical as
well as functional. A set of Purkinje units
corresponds to a micro-zone, although it should be
noted that the definition of the micro-zone is not
based on mathematical criteria (Fig.3).

2. The stability of the function, which takes into
account the internal dynamics due to the time-lag in
the propagation within the unit and between two
units, determines the conditions for the definition of
the structural unit [6].
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3. Variational learning rules (VLRs), deduced from
neural learning rules, apply to Purkinje units, and
govern the coordination of movement through
excitatory and inhibitory interactions between the
units (see section B below) [7]. The hypothesis of
synaptic plasticity, applied to granule cells, reveals
a wide range of learning behavior.

4. The coupling between units increases the overall
stability of the system in agreement with the general
theory [2].

B. The network of Purkinje units

Let us now consider the hierarchical network of
Purkinje units in which each unit is itself a neural
network as defined above. The interactions between the
Purkinje units lead to new learning rules governing the
coordination of movement on the basis of the ‘external
context’. Here we refer to the learning mechanisms
associated with circuits adjacent to the local circuit
corresponding to the individual Purkinje unit. These
rules, which we have called ’variational learning rules’
or VLRs, allow the learning of patterns associated with
the ‘unlearning’ of those of the context. The ‘unlearned’

patterns are transformed in the local circuits belonging
to the external context. It suffices to know the sense of
the variation of cerebellar inputs to be able to determine
the sense of the variation of the synaptic efficacies and
of the outputs. In the learning phase, the outputs and the
modifiable synaptic weights are given by the solutions
of algebraic non-linear equations coupled with integral-
differential non-linear equations. Here again, the
conditions of stability found are confirmed by the field
equations [7]. Basically, the dynamics of the
coordination may be explained by the hierarchy of the
system of Purkinje units and by the granule cells
subsystem associated with a Golgi cell. The learning
rules then emerge at a higher level of Purkinje units, if
certain conditions of stability are satisfied [8].



B. The cerebellum and the 'intelligence of movement

The knowledge we have of our body’s movements in
space is a cognitive function. A typical manifestation of
this function is the coordination of movements during
locomotor activity. Clinical and experimental studies
have established that this coordination is due to
cerebellar activity. But can the anatomical structure of
the cerebellum and local physiological mechanisms,
such as nervous transmission and synaptic plasticity,
account for the learning and the memorization as well as
the coordination of movements? Does this correspond to
intelligent activity as defined above? The coordination
of a given movement M with a set of movements
M, requires the following operations (expressed
mathematically below):

1. Memorization of movements M; on the basis of
experience, as for example in the case of a child
learning to walk;

2. Stimulation by a given movement M, a movement
made necessary when confronted by an unexpected
situation, such as an obstacle;

3. Situation of the movement M within the context of
the learned movements M;; and

4, Making a decision, 1.e. choosing the correct context
M;, with the environmental constraint imposed by
M.

C. Extension to a definition of intelligence

We may extend the previous derivation of the
intelligence of movement to any process of
understanding an event E. Intelligence thus requires the
following steps:

1. Memorization of the experimentally acquired
elements (learning) of E;

2. Cognitive stimulation corresponding to E;

3. Situation of E in its appropriate context in the
memory; and

4. Establishing relationships (explication) between E
and other memorized contexts.

The last step may lead to satisfaction (or
dissatisfaction) according to the adequacy (or
inadequacy) of the explication. We thus have the notion
of intelligence as a set of operations that allows
learning through the comparison of present and past
experience. Such an interpretation has also be given by
R.C. Schank [9] on qualitative bases.

Therefore, intelligence, even under the computer-
style algorithm above, is based on a set of neuro-
physiological mechanisms We may then affirm that
intelligence can be considered as a physiological
function. In this case, there would be no difference
between intelligence viewed as a function producing
reflection (or rather a cycle of reflections), and, for
instance, respiration as a function producing energy to
maintain the organism.

The definition of intelligence as a physiological
function has the advantage of bringing intelligence

within the scope of a physiological theory that allows
rigorous experimentation and measurement. Moreover,
intelligence can then be readily related to the functions
of memorization and learning on a neurobiological
basis.

III. CONCLUSION

In a systemic approach, the anatomical distribution
of neurons and the associated neurophysiological
mechanisms generate the mental activity that leads to
abstract decision (e.g. the formulation of a problem) or
to locomotor action (e.g. a movement of the hand). The
generalization of the ‘intelligence’ of movement to an
intelligent activity constitutes the basis of our definition
of intelligence as a physiological function in a rigorous
theoretical framework. In other words, locomotor
activity and abstract activity may be considered
identical from the neurobiological point of view, and
may be treated using the same theory [10].
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