2003 International Symposium on Advanced Intelligent Systems
September 25-28, 2003, Jeju, Korea

Automatic Display of an Additional Explanation on a Keyword
Written by a Lecturer for e-Learning Using a Pen Capture Tool on

Whiteboard and Two Cameras
Kazuyuki Nishikimi, Yuuki Yada, Shinji Tsuruoka,
Tomohiro Yoshikawa and Tsuyoshi Shinogi

Department of Electrical and Electronic Engineering, Faculty of Engineering,
Mie University, 1515 Kamihama, Tsu-city, Mie 514-8507, JAPAN

ashley@ip.elec.mie-u.ac.jp

Abstract - “e-Leaning® system is classified by
lecture time into two types, that Iis,
"synchronous type" spent the same lecture
time between the lecturer and students, and
"asynchronous type" spent the different
lecture time. The size of image database is huge,
and there are some problens on the
management of the lecture image database in
“asynchronous type” e-Learning system. The
one of them is that the time tag for the
database management must be added
manually at present, and the cost of the
addition of the time tag causes a serious
problem. To resolve the problem, we will use
the character recognition for the characters
written by the lecturer on whiteboard, and will
add the recognized character as a keyword to
the tag of the image database. If the database
would have the keyword, we could retrieve the
database by the keyword efficiently, and the
student could select the interested lecture scene
only in the full lecture database.

L. INTRODUCTION

In our laboratory, the e-learning system which
used both the active camera (CANON VC-C3)
and pen capture tool (Virtual Ink and KOKUYO
mimio) proposed. The binary image on the white
board obtained from pen capture tool and the
color lecture scene taken with the active
camera[l] are accumulated to a mass hard disk,
and lecture image database is creating from these
images.

Then, the tags of the database are made by
searching the word for a textbook, according to a
character string on a white board. The cost of the
creation is one of serious problems for the
present e-Learning. Moreover, there is a problem
in the management of the lesson image
accumulated in large quantities. At present, the
tag of database management must be added
manually. By using pen capture tool, this system
obtains the image on a white board and the image
are changed into text data by character
recognition. The recognized characters are used as
a keyword for the reference of textbook.
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Fig.1. The e-Learning system using an active camera
and pen capture tool

Generation of the link between a keyword on a
textbook and a character string on white board
needs a lot of cost for e-Learning. We are
challenging the construction of automatic
generation system for the keyword link. The
automatic generation of keyword link is one of
important problems for asynchronous type
e-Learning[2].

In this paper, we propose a new automatic
display method with an additional explanation
on a keyword written by a lecturer for
e-Learning. The method uses a pen capture tool
on whiteboard and two cameras. The proposed
display system uses the above lecture image
database with the time tag, and shows three
windows, that is, a moving image by the pen
capture tool on whiteboard, a moving lecture
scene by the active camera and a window for
the recognized characters written by a lecturer
on whiteboard or the additional explanation of
a keyword if the student would request. We
implement the above system using MS-Visual
C# NET on Windows, and we confirm the
effectiveness of our method for some lectures.



I1. ADDITIONAL EXPLANATIONON AKEYWORD
Our system(Fig.2) creates beforchand the
keyword dictionary, which enumerated the
keywords considered to be important by the
lesson. The system search a keyword for full
text in a textbook, and it extract the explanation of
the keyword automatically. Next, character string
of the image on the white board are obtained from
the pen capture tool and character recognition
software (Script Converter by KOKUYO). The
system compares the recognized character string
with the keyword dictionary, and it stretches the
link to the HTML page of words-and-phrases
explanation. The HTML page of a lesson image,
and a lecture scene recorded on movie with the
active camera are displayed side by side(Fig.3).
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Fig.2. Generation of image database with keywords

Fig.3. An example of three windows

A.  Capture of a binary image on a white board
Previously an image on a white board was
captured by an active camera[1]. This method has
an essential problem that he character on the
white board is hidden by a lecturer(Fig.4). We use
a pen capture tool (mimio) to avoid this problem,
presently. By forcing stylus (pen for mimio) on a
white board, the switch of stylus is turned on, and
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mimio fires an ultrasonic wave and infrared rays,
detects an ultrasonic wave and infrared rays by
the sensor attached in the white board end, and
detects the position of a pen by the three-point
surveying method. It is taken in by the computer,
and is saved as a bitmap file(Fig.5).

B.  The character recognition for a white board image

In order to translate a white board image(Fig.5)
into text data(Fig.6), at present, on-line character
recognition soft ware(Script Converter) is used. A
character string image on whiteboard(Fig. 7 upper
part) is translated into a series of character
code(Fig. 7 lower part)
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Fig. 5. White board image(Time tag j;)
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Fig. 6. Characters on the white board(Time tag j;)

Fig.7. Character recognition (Upper part: Input image,
Lower part: Output character codes)



The recognition rate has a large difference
(66%-98%) by five writers. A main reason of the
error recognition is the performance of the on-line
character recognition software. Although a
complicated character like a Chinese character
has a high recognition rate, the simple characters,
such as a hiragana and katakana has a low rate.
Moreover, since one character "A™ of Fig. 7 is
recognized to be two characters"H\ ", it turns
out that the separation of a character is
imperfect(over-segmentation). Furthermore, there
is a some places where the character is blurred. To
avoid this problem, the writer should be used to
stylus. There is a large difference in the
recognition rates by the speed and correctness of a
note, and the average rate of five writers became
84.9%. The improvement of the recognition rate
is desired.

C. Collation of a Keyword andthe Explanation in Tedbook

In this system, the keyword considered to be
important is beforehand registered into the
dictionarykeyword. If the keyword appears in the
white board image, the explanation of the
keyword in a textbook will be displayed. If it
would be registered manually in the text, the cost
of the collation of a keyword would be the
problem. We are rescarching the automatic
collation of a keyword and the explanation in a
textbook. The following filter was examined as a
collation method.

(1) Tt goes back from a keyword and the
punctuation-marks + new-line which appeared
first is made into a starting point.

In order to extract the explanation text showing
a keyword, the starting point and the ending point
of a text are needed. The starting point searched
the keyword from the whole sentence data of a
text, went back from the discovery position of a
keyword, and made the starting point the
punctuation-marks + new-line which appeared
first.

E%A$%00mt event) £\ ¥r¥n]
7 e ) %&‘K?—’rk’)m'( BEARZER DA X
ééﬁn$§0){@§5{) AnT, EORTEREALE
KDL LR B LT3 EAEMOPOSHEZHERE
RLUT -

(2) The punctuation marks which appear in the
next of a keyword are made into an ending point.

B B BATICDV T, BAEMOK 2
FCRROER0 0T, SORTERUTRE
DB LR BLTH
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(3) The punctuation-marks + new-line which
appears in the next of a keyword is made into an
ending point.

BEmbER] b7 ICD0 T, BAE oA X2
ERABTBROEE H T, EORTHERIFEE
ICHENDLGE T BETh BAZEHOH OHBHESE
I UT, BREDE B OB rehdLE, B4

EDHEE P(B) ERR DK E#H T

(4) The punctuation marks which appear in the
next of the keyword which appears the second
time are made into an ending point.
BEERIRER] HBRITICOWVT, EAZEE DK ES
ELBTTEROMEH HnT, EORTERIAEE
ICHEID L CBL T2 BAZEROP DHEERE
IO LT, BREDE DRSS rebsLE, B

EOHER N B) ZRADIINCERT 5.
AB=1v'n
CDWER DT LZEFR

probability) &V \ﬂ

(5) When separated [ from 400 or more
characters ] of the keyword which appears in an
eye at once, and the keyword which appears in the
second time, the punctuation-marks + new-line
next to the keyword which appears i an eye at
once is made into an ending point.

BUEEMBER] H2RITICOVT, BAZER oKE?
E2HETHEROES HnT, PORTESRIEIER
ICREHG LR 372 AT O OHZERE
I UT, % EDE BB EDED rebhdex, B
EOMER A B) ERRNDEINCEB T 3.
AB=1"n

D. Attachment of time tag

Our system attaches a time tag to the lecture
scene, the white board image, and the recognized
character strings. A video capture board in
personal computers captures the lecture scene by
the active camera. The captured scene is stored
with a time tag ¥(Fig.4). The white board image
by pen capture tool is stored with a time tag
j(Fig.5). The recognized characters on the white
board(Fig.6) is attached the same time tag j with
the white board image. On the display time of
students, our system transfers the lecture scene,
the white board image, and the recognized
characters using the time tags
synchronously(Fig.8).

E. Additional explanation on a keyword
If students requests the additional explanation on
a keyword, the system will display the additional



explanation in textbook using the above
mentioned collation. Fig.9 shows the recognized
characters in the whiteboard, and the under lines
in Fig.9 show the keyword in textbook. Fig.10
shows the additional explanation on the specified
keyword by a student.

Lecture scene | tagiy | tagi |
Whiteboard image tagij; | taghp
characters tagj | tagj

Fig.8. Display time sequence
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Fig.9. Recognized character

Fig.10. Explanation on keyword(after click)

1. RESULT AND DISCUSSION
The extraction rate of the explanation on 87
keywords for the Japanese textbook “Information
mathematics[3]” is shown in Table I using the
filter of (1)-(5).
Table 1
The extraction rate of explanation

Filter Right/Incorrect | The extraction rate[%]
extraction

DH+Q2) 37/87 35.6

OH+(3) 46/87 52.9

1)+@) 50/87 57.5

D)+(5) 61/87 70.1

If the extraction of the wrong explanation of a
keyword is found by a designer, he corrects the
explanation manually. A target is full automatic
extraction. Although the extraction method is
specialized in textbook "information
mathematics”, the method is useful for this
textbook. We are considering the other extraction
rule br the other textbook. For example, some
textbook includes the bold letters. The bold letters
show the keywords. We are considering the bold
letter extraction method.

IV. CONCLUSION
In this paper, we proposed a new

automatic display method of an additional
explanation on a keyword written by a lecturer
for e-Leamning using a pen capture tool on
whiteboard and two cameras. The proposed
display system uses the above lecture scene and
image database with the time tag, and shows
three windows, that is, the moving lecture
scene by the pen capture tool on whiteboard,
the moving image by the active camera and the
window for the additional explanation of a
keyword written by a lecturer on whiteboard if
the students would request. We implemented
the above system using MS-Visual C# .NET on
Windows, and we confirmed the effectiveness
of our method for some lectures.

The problems of extraction for the explanation are
described as follows
(1) The full electronic text data of the other
textbook is needed.
(2) Automatic character recognition software is
desired for white board images.
(3) The dynamic index of keywords using the
character on a whiteboard image is desired.
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