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Abstract - This paper considers a reinforce-
ment learning(RL) which deals with real envi-
ronments. Most reinforcement learning studies
have been made by simulations because real-
environment learning requires large computa-
tional cost and much time. Furthermore, it
is more difficult to acquire many rewards ef-
ficiently in real environments than in virtual
ones. The most important requirement to make
real-environment learning successful is the ap-
propriate construction of the state space. In
this paper, to begin with, I show the basic
overview of the reinforcement learning under
real environments. Next, I introduce a state-
space construction method under real environ-
ments, which is State Partition Method. Fi-
nally I apply this method to a robot naviga-
tion problem and compare it with conventional
methods.

I Introduction

Reinforcement learning(RL)[1] is a kind of machine
learning. Its goal is that an autonomous agent opti-
mizes its behavior by progressively improving its per-
formance based on given rewards from an unknown
environment.

When we construct a state space in real environ-
ments, it is necessary to adjust the size of the state
space. Coarse segmentation will cause so-called ”per-
ceptual aliasing problem” by which an agent cannot
discriminate states important to accomplish a task.
Fine segmentation to avoid the perceptual aliasing
problem will produce too many states to manage with
computational resources such as CPU time and mem-
ory. Such a problem of the trade-off gives us an as-
signment of constructing the appropriate state space.
Therefore, in this research, to resolve this problem,
we propose the learning system using State Partition
Method based on history information of the states.

Many studies on state partition using the history
information|3, 5] have been dealt with. However, if we
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only part the state based on the history information,
the number of states explodes. Therefore, it is not ap-
plicable to large state spaces. So, most of the studies
on the state partition method deal with, not real en-
vironments, but simulations in virtual environments.
In this research, using ART neural network, we try to
categorize the history information as some categories
in order to keep the number of parted states as small
as possible.

In Section II, we introduce the mobile robot
Khepera used in this research. In Section III, we
briefly explain the learning system of the real robot.
In Section IV, we explain State Partition Method pro-
posed in this research. In Section V, a result of an ex-
periment is shown in order to confirm the availability
of the proposed method. In Section VI, we summarize
the result of this research and remark about future
tasks.

II Outline of a mobile robot Khepera

The structure of the mobile robot Khepera used in this
research is shown in Fig.1.
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Figure 1. Structure of Khepera

Khepera has two wheels and eight proximity and
light sensors around it. Using the proximity sensors,
Khepera emits infra-red rays and perceives the re-
sponse of obstacles. The measurement is shown by
an integer from 0 to 1023, and the value changes due
to the reflexivity(color, kind of surface...) of and the
distance to the obstacle. And the value is much influ-



enced by the ambient light, too. The sensor can per-
ceive obstacles at a distance from 5mm to 30mm. The
light sensor perceives the light of the external world.
The measurement is shown by an integer from 0 to
512, and the value changes due to the intensity of and
the distance to the light source. In this research, we
construct a state space using these two sensors.

II1 Learning system

As a reinforcement learning method to use the ex-
perience of getting rewards in later learning, we use
On-line Profit Sharing(On-line PS)[6] in this research.
However,the conventional PS and the On-line PS have
& disadvantage that they can’t implement roulette se-
lection, as the learning proceeds in the environment
which has negative reinforcement signals(penalties).
This is because the weight of rules can become neg-
ative values. Therefore, in this research, as used in Q-
learning[2], an agent selects an action by Boltzmann
distribution of a w(s:, a) as follows.
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where w{st, a) is the weight of the state-action pair at
a time step ¢ and 7 is a scaling constant. The larger it
is. the more random the agent’s action becomes. The
nearer it is to 0, the more preferably the agent selects
the action having the maximum weight.

IV~ State space construction in real en-
vironments

4 General State Space

-1 this paper, the sensors used to construct a state
space are the proximity sensors from No.0 to No.7 and
-hLe light sensors from No.2 to No.3 in Fig.1.

Concretely, the state space used in this research
.3 shown as follows. (Table.1)

In this research, the average value of the sensors
n the same category is dispersed. For example, in
case of the value of the proximity sensor0 =420 and
sensorl=890, the value is categorized as the interval
400,800, for xz(1)=(420+890)/2==655. And, in case
~! y1=[0,2,0,0,1] at a time step ¢, we define the state
b =0x3"+2x314+0x324+0x3%41x3%=287
[ addition, the number of states in this state space is
152(=3x3x3x3x2).

5 State Partition Method using ART neural
network

[n the proposed method, state transition records are
:tored in a state transition table. If a contradiction
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Table 1. Construction of state space based on sensory

inputs
x | Sensor No. | Interval y | No.of y(3)

z(1) | Proximity {0,400] 0
0,1 [400,800] | y(1)=1 3

[800,1023] 2

z(2) | Proximity [0,400] 0
2,3 [400,800] | y(2)=1 3

[800,1023] 2

z(3) | Proximity [0,400] 0
4,5 [400,800] | y(3)=1 3

[800,1023] 2

z(4) | Proximity [0,400] 0
6,7 [400,800] | y(4)=1 3

[800,1023] 2
z(5) | Light2,3 [0,400] y(5)=0 2

[400,512] 1

T2p— state partition

%Kp—» no state partition
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Figure 2. Outline of state partition

is found in the table, a state partition is implemented
to be consistent with the table. Hereafter, first, we
explain the state transition table and the mechanism
of contradiction elimination.

How to construct the state transition table

(1) When an input vector x4 is given, it is classified
into a state space based on Table.l. This memory
pattern is called a state s;.

(2) Next, at the state s;, the agent implements an
action a; and transits to the next state s;4;. Then
the state transition record ” Action a; at the state s,
results in the transition to the state s;4+1” is acquired.
If s¢41 is not equal to s; and the record is not defined
in the table, the record (s¢, a;, s¢41) is stored.

Overcoming contradictions by the mechanism
of State Partition
We assume that the state transition record (s:, as,



St+1) is defined in the table. Furthermore, if another
record ” Action a,(=a;) at the state s, (=s;) results in
the transition to the state s,41(# st4+1)” is obtained at
time u, the record contradicts the table. This is partly
because of the incompleteness of the state partition. In
other words, in the predefined state space, it is guessed
that confusing of the practically different states makes
the contradiction. Therefore, to define state s, and
state s; as different states, a new state partition is
implemented as follows.

As the clue to distinguish between s; and s,,, the
history information of the states is used in this re-
search. The history information of the state s; and s,
is defined as

Ds; = {Y(t_ 1),}’(?5-‘ 2)7 ...,Y(t - c)]T (2)
D, =[y(u—-1),y(u—2),...,y(u-)]*

respectively. In other words, Dy, is defined as the in-
terval values of sensory inputs measured at the last ¢
transition states. Then some methods try to part the
state whose history information is different from the
others, but such a partition results in the explosion of
the number of the states. Therefore, in this research,
controlling of the state partition is implemented as fol-
lows, using the number of transitions to the state and
ART.

(1) Control of the State Partition which bears
no relevance to rewards

In the exploitation-oriented methods, the reasonable
rules which contribute to acquiring rewards are inten-
sively selected and the unreasonable rules are not se-
lected so often. As a result, the number of transiting
to the states which are not important to get rewards
becomes fewer. Therefore, in this research, we control
the state partition, using the number of transitions to
the state to prevent profitless state partitions. Con-
cretely, in implementing a state partition, the state
partition is cancelled if the number of transitions to
the state isn’t over N times.

(2) Control of the State Partition by clustering
history information using ART

We assume that the condition (1) is satisfied. Then, in
this research, ART neural network|[4] is used to control
the profitless state partitions further, which classifies
the history information of states.

Concretely, in case there is a contradiction be-
tween state s; and s,, classifying Ds, and Dg_ using
ART is implemented. If the Euclidean distance be-
tween Ds, and D, is over or equal to p, in other
words, if

Ti = (sz - :Ds“)2 > p (3)

is satisfied, the state partition is implemented. By the
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state partition, the new memory pattern j’ is added
into the output layer and the weight of memory pat-
tern wy is defined as wy=Ds,. However, if not, the
partition is not implemented, and the agent defines
sy=s¢. Therefore, a smaller vigilance parameter re-
sults in fine classification and a larger one results in
coarse classification. This is how the states which have
similar history information are not parted, so the prof-
itless partitions are controlled.

In addition, after parting the state s;, at time v,
if the agent transits to s; again, the agent calculates
the selection intensity T; of s, and the parted states.
If the minimum value is over or equal to p, the state
Sy is classified into the parted state. Otherwise, the
agent keeps learning with s, = s;.

V Experiment under a real environ-
ment using Khepera

A Experimental environment and method

obstacle
acle
/ start |

Figure 3. a real environment used for the experiment

In this section, we demonstrate the performance
of the State Partition Method and On-line PS de-
scribed in Section IV and III respectively, using the
mobile robot Khepera. The experimental environment
is shown in Fig.3 and the agent aims at reaching the
GOAL of the light source by implementing an action
repeatedly. Each action is outputted every 0.1 sec.
The action set A is defined by

A=(forward, backward, turn right, turn left).

And the reinforcement signals are defined as follows.

200 if the robot reaches the goal area
—5  access or crush to the obstacle
—4  keep turning at the same place
0 otherwise

R(s, a¢) =

Under these conditions, Random Search, On-line
PS(without State Partition), and On-line PS(with
State Partition) are compared.

The number of experiments is 20, and the aver-
age value of total rewards at 5000 steps is used for
comparison.

In addition, the other parameters used in this ex-
periment are shown in Table.2



Table 2. parameters for the experiment of navigating
1mobile robot

description

the scale constant in Eq.(1)
the vigilance parameter in Eq.(3)

the initial value in Eq.(1)
the minimum No. of transitions

to the states to implement

state partition
the No. of the previous states

for history information in Eq.(2)

parameters
-=10.0

=3

wo(si,a,—) =50
N =40

| n=3

& Result of the experiment

Table 3. The result of real-environment experiment

Total Rewards
‘1)Random Search 140
r2)On-line PS{without Partition) 2930
'3)On-line PS(with Partition) 3320

The experimental result is shown in Table.3.

With Random Search, the agent can seldom reach
~he goal within 5000 steps. This is because the envi-
-onment has the large state space where it takes at
zast about 60 steps to reach the goal.

Using On-line PS(Without Partition), the agent
.zarns the policy quickly and often reaches the goal.
However, because its state space is rather coarse, the
wrent sometimes falls into perceptual aliasing problem.
{r. the worst case, the agent runs on the same area far
‘rom the goal repeatedly.

On-line PS(With Partition) resolves the percep-
-ual aliasing problem well, but doesn’t produce too
nany states because of the control of state partition
wing ART and the number of transitions to the state.
[r. addition, the number of parted states is shown in
“able.4.

Table 4. Time courses of the number of parted states

No. of steps || No. of parted states
1000 1.8
2000 10.7
3000 14.1
4000 15.2
5000 16.0

As shown in Table.4, the state partition occurs
-rom 1000 to 2000 steps most frequently. The state
sartition seldom occurs over 3000 steps. The result of
areliminary experiments shows that the number of the
narted states converges to 18.3 on average.

Of course the number of the parted states are de-
sendent on the vigilance parameter p in Eq.(3). The
_arger p results in the decrease of the number of the
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states, and the smaller p results in the increase of the
number of the states. And the appropriate state par-
tition greatly depends on the tuning of this parameter
p. Currently, using the preliminary experiments, we
adopt the desirable value. However, according to the
given environments, the framework which enables the
agent to tune the parameter p is our future task.

VI Conclusion

[n this research, we proposed On-line Profit Sharing
with State Partition Method which aims at learning
under real environments and explained the outline of
the reinforcement-learning system. And we showed
the availability of this method, using the experiment
in Section.V

For the future, we want to deal with the following
studies.
{1) Real-robot learning applicable to multi-agent sys-
tems.
(2) Robust reinforcement-learning system which can
deal with the drastic change of the environment and
disturbances.
(3) Response to the continuous action space

By proceeding these studies, we would like to con-
struct the reinforcement learning system which can
deal with more complicated tasks.
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