2003 International Symposium on Advanced Intelligent Systems
September 25-28, 2003, Jeju, Korea

Feature extraction with distance measures

and fuzzy entropy

Sang-Hyuk Lee, Sung-Shin Kim, Hyeon Bae and Youn-Tae Kim

School of Electrical Engineering, Pusan National University
30 Jangjeon-dong, Geumjeong-gu, Busan 609-735, Korea
E-mail : leehvuk@pusan.ac.kr, Fax: +82-51-513-0212, Tel: +82-51-510-2497

Abstract - Representation and quantification of
fuzziness are required for the uncertain system
modelling and controller design. Conventional results
show that entropy of fuzzy sets represent the
fuzziness of fuzzy sets. In this literature, the
relations of fuzzy enropy, distance measure and
similarity measure are discussed, and distance
measure is proposed. With the help of relations of
fuzzy enropy, distance measure and similarity
measure, fuzzy entropy is proposed by the distance
measure. Finally, proposed entropy is applied to
measure the fault signal of induction machine.

I. Introduction

Characterization and quantification of fuzziness are
important issues that affect the management of
uncertainty in many system models and designs. The
results that entropy of a fuzzy set is a measure of
fuzziness of the fuzzy set are known by the previous
researchers[1-7]. Lin had proposed the axiomatic
definitions of entropy, distance measure and similarity
measure, and discussed the relations between these three
concepts. Kosko viewed the relation between distance
measure and fuzzy entropy. Bhandari and Pal gave a
fuzzy information measure for discrimination of a fuzzy
set A relative to some other fuzzy set B. Pal and Pal
analyzed the classical Shannon information entropy. Also
Ghosh used this entropy to neural network.

In this paper, we derived entropy with distance
measure. Fuzzy entropy is illustrated in Theorem 3.1 by
the arbitrary distance measure. By the proof of that
theorem in [7), proposed entropy represents the different
structure of Fan and Xiel6]. Furthermore, we apply this
fuzzy entropy to the faulted induction machine. Feature
extracting from the faulted induction machine is
interesting area to the electrical and mechanical
engineers(8-12]. Generally, major faults of induction
machines can be classified as follows[8]:

® Bearing fault

e Rotor Bar fault

e Stator or amature fault

¢ Eccentricity(static, dynamic).

These faults produce one or more of the symptoms as

given below:

e  Unbalanced air-gap voltages and line currents
Increased torque Pulsations

Decreased average torque

Increased losess and reduction in efficiency
Excessive heating.

The above faults can be identified by the following
diagnostic methods:

Motor current

Vibration monitoring

Temperature measurements

Infrared recognition

Chemical analysis

Radio frequency emission monitoring etc.

Various approach to extract fault characteristic are
studied with vibration, sound or other approaches[8].
Among these method, analyzing current signal is
interesting to the electrical engineer. Hence, we have
derived feature extraction with wavelet transform and
fuzzy entropy. Usefulness of proposed method is verified
through entropy computation.

In the next section, the axiomatic definitions of
entropy, distance measure and similarity measure of fuzzy
sets are introduced and some basic relations bhetween
these measures are discussed In section 3, Entropy is
induced by the distance measure. Also in section 4,
characterization of fault signal is measured by the
proposed entropy measure. Conclusions are followed in
section 5.

Notations: Through out this paper, R*=[0, o),
F(X) and P(X) represent the set of all fuzzy sets and
crisp sets on the universal set X respectively. 1400 is
the membership function of A € F(X), and the fuzzy
set A, we use AF to express the complement of A,
ie, #A‘(x)zl—iu/l(x)’ V xe X. For fuzzy sets A
and B, AUB, the union of A and B is defined as
#aus(x) = max (p (%), pp(x), ANB, the
A and B is defined as
#ang(®) = min(ea(x), £p5(x)). A fuzzy set A" is

intersection  of
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called a sharpening of A, if #4(0) 2 14(20) when

pa(x) 2 '% and # 4(%) < 24(%) when uA(x)<~% _

For any crisp sets D, Ayewr and Ay of fuzzy set A
are defined as
1

= D
—{2'*F
£ (1/2)p(x) {0’ xe D

1
1, pa(x)=+
u,,,«,(x)=[ e
0, ﬂA(x) < '2 y
0. ua()=7
ﬂA,"(x)= 1
1: #A(x) < -2 .

II. Fuzzy entropy, distance measure and
similarity measure

In this section, we introduce some preliminary
results and discuss induced results. Liu suggested
three axiomatic definitions of fuzzy entropy, distance
measure and similarity measure as follows. By
these definitions, we can induce entropy, and
compare it with the result of Liu.

Definition 2.1 (Liu, 1992). A real function e :

F(X) > R* is called an entropy on F(X), if e
has the following properties:
(EP1) e(D)=0,V De PX),

@) 5 D=max sepne(A);

(EP3) e(A®) < e(A), for any sharpening A* of
A;
(EPY) e(A)=e(A°), VAeF(X).

S(x) is S(x)=—xlnx—(1—%x)In(l—x),
0 < x < 1. One of entropies can be represented by

For

e(A)=— 15;‘18(#A(x,-)), VAe F(X),

where X={x1, %5, ", x,}.

Definition 2.2 (Liu, 1992). A real function d : F?
— R™ is called a distance measure on F if d satisfies
the following properties:

(DP1) d(A,B)=d(B,A), VA,BE F;
(DP2) d(A,A)=0, VAe F;
(DP3) d(D,D)=max 4 gy d(A,B),
V De (X);
(DP4) VA,B,Ce F, if ACBCC, then
d(A,B) < d(A,C) and d(B,C) < d(A,Q).

One of fuzzy distances takes the following form

dA,B)= (L) 3 luaGe) = sl 551
Fuzzy normal distance measure on F is obtained
by the multiplication of 1/max C.DeF d(C,D),
Definition 2.3 (Liy, 1992). A real function s @ F?

— R is called a similarity measure, if s has the
following properties:

(SP1) s(A,B)=s(B,A), VA,Be F;

(SP2) s(D,D)=0, VDe P(X);

(sP3) S(C,C)=max 4 gep S(A,B),V Ce F;

(SPd) VA,B,.CeF i ACBCC,
s(A,B) = s(A,C) and s(B,C) = d(A,C).

then

Liu also pointed that there is a one-to-one
correlation between all distance measures and all

similarity —measures, - d+s=1. Fuzzy
similarity measure on [F is also obtained by the
division of MaX ¢ per s(C,D).

If we divide X into two parts D and D° in P(X),
then the fuzziness of fuzzy set A be the sum of the
fuzziness of AMND and AMND°. By this idea, following
definition is followed.

normal

Definition 24. (Fan and Xie) Let e be an entropy on
F. Then for any A€ F,
e(A)=e(AND)+ e(ANDA)
is o-entropy on F.

Definition 25. (Fan and Xie) Let d be a distance
measure on F. Then for any A,Be F,De P(X),
d(A,B)=d(AND,BND)+ d(AND°, BND")
be the o-distance measure on F.

Definition 26. (Fan and Xie) Let s be a similarity

measure on F. Then for any A,B€ F,De P(X),
s(A,B)=s(AND,BUD% + s(AND*, BUD)

be the o-similarity measure on F.

Fan also defined an entropy which is defined as
¢ =ef/(2—¢), where e is an entropy on F(X).

Entropy profile of ¢ =e/(2—¢) is illustrated in Fig.
1. To discriminate between entropies, we give another
entropy using Fan's idea.

Theorem 21 If e is an entropy on F(X), then

e=¢" is also an entropy on F(X), where £> 1.
Proof. It is founded in [7].

If entropy has the structure of Thm. 2.1, it can
discriminate entropies at near one from the other area.

III. Fuzzy entropy induced by distance measure
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In this section, we propose entropy that is
induced by the distance measure. Among distance
measures, Hamming distance is commonly used ¢
-distance measure between fuzzy sets A and B,

A B) =) 3 i) — k)

where X={x1,x2,---,xn}.
Next Proposition shows that the distance relation of
between fuzzy set and crisp sets.

Proposition 3.1 (Fan and Xie). Let d be a ¢

~distance measure on F(X): then
(1) d(AvAnear) = d(A"Anear)
a) dA,A,,) <dAA,)

In the next Theorem, we propose fuzzy entropy
induced by distance measure.

Theorem 3.1 Let d be a o-distance measure on
F(X); if d satisfies

d(A¢,B)=d(A,B), A,BE F,
then e(A)=2d(A,A,.,)—d(ANA,D.[0D is a
fuzzy entropy.

Proof. Proof is also shown in [7].

IV. Iustrative Examples

In this section, we have considered the extraction
of characteristics from the faulted motor with stator
current. Data from the induction machine, 220V,
3450 pm, 4 pole, 24 bar, 0.5 HP motor have been
used to verify the results experimentally. Six cases
of bearing fault, bowed rotor, broken rotor bar
static eccentricity, dynamic eccentricity and healthy
conditions are given. 3-phase motor has the
sensitivity about 10mV/A, 100mV/A and 100mV/A,
respectively.

Healthy and faulted current signal at full load is
illustrated in Fig. 1. Input signal have 16,384 data
points, respectively. Maximum frequency represents
3 kHz, data duration is 2.1333 s. As can be seen in
figure, it is not easy to extract characteristic from
the time series signals. Furthermore, it is also
needed to be synchronized to process with the
frequency approach. After preprocessing of 6 cases
time signals is carried out, FFT(Fast Fourier
Transform) is processed. Those results are also
illustrated in Fig. 2. We briefly show four cases of
Fourier transformation. Except broken rotor bar
signal, other signals can not be distinguishable.
Hence we conclude temporarv that both of time and
frequency analysis are not adequate to extract
feature from the faulted signals. Therefore another
approach is required to detect feature of faulted
signals. Wavelet transformed had been used in [10],
however only rotor bar broken case was considered.
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Fig. 1. Faulted and healthy current signals
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Fig. 2. FFT of healthy and faulted signals

Hence another method is required to extract the
characteristic of faults, respectively. To extract
feature of various cases, we consider the Wavelet
transformation. This method give us time and
frequency informations simultaneously.

The continuous wavelet transform F(a,b)of a

function f is defined by
F(a,8) = (f, ¥as) = 5 [ 10 (= b)/a)at

where 9 is called the Mother wavelet.

Also in this paper, Coiflet Mother wavelet function
is used. In Fig. 3, we represent Coiflet wavelet
function.
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Fig. 3. Coiflet wavelet function

The Coiflet scale of wavelet decomposition is
considered for the fault detection, 6th decomposition
scale of 12 scales is analyzed for the fault detection.
We can find the result in the Fig. 4.

Among the 6th decomposition results, around the
4th value represents good character to distinguish
each faults. We can also check the zoom in values
in Fig. b.
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We have performed these processing 20 times, these
results are illustrate in Table 1.

In theorem 3.1, we have proposed the entropy with
the distance measure, next membership function is
formulated using the peak average values of Table
1. Membership function is shown in Fig. 6. Hence,
from the result of Thm 3.1, we present the entropy
of the normalized values.
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Fig. 5. Zoom in graph around the 4th value

Table 1. Gradient and peak values of the 4th value
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Fig. 6. Membership function of healthness

Table 2. Degree of membership function

Fault Case Entropy
Faulted Bearing 0.0094
Bowed Rotor 0.9709
Broken Rotor Bar 0.2651
Healthy 0.4982

Static Eccentricity 0.2233
Dynamic Eccentricity 0.0000

V. Conclusions

We investigate the relations of entropy, distance
measure and similarity measure. By the definition
and results of Liu, we propose new entropy formula
with the distance measure. For the faulted induction
motor current signals, frequency and wavelet
transform have been carried out. Through the
wavelet transform, we can find the 4th value of 6th
detail result from the 12 scales of wavelet
decomposition is useful to analyze features of fault
signals. Furthermore, proposed entropy computation
is carried out to the faulted induction machine.
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