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Abstract - Support Vector Machines (SVMs) is applied to
a practical problem as one of standard tools for machine
learning. The application of Reinforcement Learning
(RL) and SVMs in action of mobile robot is investigated.
A technique to decide the action of autonomous mobile
robot in practice is explained in the paper. The proposed
method is to find a basis for good action of the system
In multi-dimensional

under unknown environment.

sensor input, the most reasonable action can be
automatically decided in each state by RL. Using SVMs,
not only optimal decision policy but also generalized state

in unknown environment is obtained.
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L. Introduction

We often regard that environment is well known. Actually
it is not. Nevertheless, life must go on under unknown
circumstances. The living things have been well adapting to
the nature. But there has been no teacher for the way to adapt
to the nature. They have leammed by interacting with
environment. Reinforcement Learning is learning how to
decide action. It is different from supervised leaming. It
needs not a teacher. And also it has some characteristics.
They are trial-and-error search, delayed reward and so on.
Representing method of reinforcement learning is Q-
Learning. In the paper, mobile robot learns by using Q-

Learning. The Result of Q-Learning is discrete.

There are various methods to make discrete state be
continuous. For example, there are Gradient-Descent Method
and Tile-Coding. In the paper, discrete state that is solved by
reinforcement learning is generalized by using SVM. And

this approach has been successfully applied. [1]

In section 2, Q-Learning is described as one of the
Reinforcement Learning is explained. In section 3, SVM
method and how to set the environment and learning method
are described. In section 4, experiment of mobile robot is
illustrated. In section 5 results are shown. Conclusion and

discussion are presented in section 6.

II. Reinforcement Learning

A. Reinforcement Learning

Fig. 1 Reinforcement Learning

Reinforcement Leaming is learning from interaction
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between agent and environment as in Fig. 1. The leamer and ~ where X, is the input data, d, is the target output.
decision maker is regarded as ‘the agent’. “The environment” The equation of a decision surface in the from of a hyper
is everything outside the agent. The agent take actions and plane that does the separation is :

the environment responding to those actions, then it will wx+b=0 3)
change new situations to the agent. The environment also In classification, the pair (w,,d;) must satisfy the
gives rewards and new state. If the agent maximizes rewards, constraint

then its task can be defined as successfully completed to our

T
w,x,+b, =1 ford, =+1
goal. ’ 4)
. w,x;+b, <-1 Jord, =-1
B. Q- Learning
Q-Leamning is reinforcement leaning algorithm to get where w_,b_ is optimal values
value of State-Action, which is to act in the best fitted. Then, we find that they satisfy the constraints
State-Action Value is defined as follows. r .
d(wx, +b)21 fori=12,..,N 6))

Q" (s,a)=E_{R,|s,=5,a,=a} (1)

We have to minimize W . And outliers trade off these

i importance.
where Rt = zykrwkﬂ P
par Therefore we obtain optimize problem as below:
Q-Learning Algorithm is as follows [3]. Trade-off Constant C >0
: in Lwrwicy ©6)
Initislize Qfs, a) arbiirarily min —-wiw +C3, ¢,
Repsatitor sath apisode):
. . >1_
iniisize 5, 8 subjectto  d (< w,x,>+b)21-¢,
Repast {lor each stap of episods) £&=20, i=l, ,N
Choosa &' hrom ¥ The dual problem given by

Take sction a, cbserve 1, ¥

NN
spadefis,ads alr. sy max s, a- s,.a)] max 6(a) =3 @, _;_20 ,.\é,""“fd"d"‘(x’ ) @
58 .
untit & is erminal subject to Y e,d, =0, 0<a,<C, Vi
P
Table 1. RL Algorithm
By the repetition of the above Algorithm, the optimized 1V. EXPERRIMENT
solution can be obtained. A. Mobile Robot

The Mobile Robot consists of three parts. The first part is
1I1. SVM sensor controller using controller, 90S8515 with 8-channel
SVM (Support Vector Machines) is kind of the neural ADC (Analog-Digital Converter). There are five sensors:
networks[4]. SVM can classify data by the subset d, =+1  Which are
and the subset d, =—1. ® Three IR Sensors
Consider the training sample: ® One Temperature Sensor

® One Front Touch Sensor

(L d)y (

[£S]

497



The second and the third parts are motor controller using
90S2313. The motor system consists of motor, headgear and
encoder. The motor controller can control distance from the
encoder signal.

All of three parts are connected to the main computer by
serial communication port (COMI1). They can transfer
sensing data and also receive command from main computer.
B. Environment

The mobile robot does not have any prior knowledge about

Environment

Figuer 2.

Fig. 2 Experimental Environment

the environment. The mobile robot only recognizes after it
contacts or sense any change in temperature.

The environment consists of wall and light, as is Fig.2, 3.
The mobile robot is constrained by wall. It cannot cross wall.
But the mobile robot can cross light with some bad reward.
C. Concept

At first, the main computer initializes states. And then the

goal is defined. No prior knowledge about the number of

state in the environment is given to the system. So, the
main computer assigns current location. When the mobile
robot explore environment, it can find new state. Then the

main computer updates environment map.

Fig. 3 Experiment

The mobile robot collects data about environment, which
is processed in the main computer.  After one step, the robot
gathers data, and transfers it to computer. It update Q value
each step. After one episode that is achieved the goal, Q

values are generalized by using SVM.

V. RESULT

A. Q-Learning
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Fig. 4 Optimized State-Action Value
Fig.4 shows optimized value of State-Action. It reveals
that each State-Action value has been well learned. It also
can be seen that the value of action to the blocked area in the

environment is significantly low.
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Fig. 5 Optimized Trajectory
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Fig.5 shows optimized trajectory. As can be seen, the under way.

optimal policy has been found.

B. Generalization

Fig. 6 Generalized State-Action

Figure 6 shows Generalized State-Action value. Degree of
action to be taken can be seen in every spot. Accordingly the
information on the action to take is obtained when we have
SVM solution.

Figure 7 shows classified sensor data. The collected
information can be used as a standard of deciding ‘good’ or
‘bad’.

VI. CONCLUSION AND DISCUSSION

In the paper simple application of RL and SVM in
combined manner is introduced. When no prior-knowledge
about the environment is available, RL is a useful tool.
However it requires too many exploring procedure. In the
study, the Q-value is approximated without visiting every
state by SVM generalization, which shows practically good
and promising performances.

Quantitative refining work on the proposed technique is

EER

Fig. 7 Classifying the Sensor Data

It can be concluded that this idea can be implemented to
autonomous vehicle, which is supposed to work in unknown,
often hostile environment such as space exploring vehicle
whose mission is on least known planet.
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