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Abstract -- This paper proposes a sensor-fusion technique
where the data sets for the previous moments are properly
transformed and fused into the current data sets to enable
accurate measurement, such as, distance to an obstacle and
location of the service robot itself. In the conventional fusion
schemes, the measurement is dependent on the current data
sets.

As the results, more of sensors are required to measure a
certain physical parameter or to improve the accuracy of the
measurement. However, in this approach, instead of adding
more sensors to the system, the temporal sequence of the data
sets are stored and utilized for the measurement improvement.
Theoretical basis is illustrated by examples and the
effectiveness is proved through the simulations. Finally, the
new space and time sensor fusion (STSF) scheme is applied to
the control of a mobile robot in an unstructured environment as
well as structured environment.

I. INTRODUCTION

So far many of researches have been done on the spatial
fusion technique. That is, multiple sensor data are utilized
either for the purpose of providing complementary or
redundant data to measuring physical parameters. That is, all
of the current data from the sensors are integrated and fused
to obtain a correct set of data.

In this new approach, the data obtained by the sensors are
utilized until they do not have any efficiency for the
measurement decision. The data set can be either redundant
to improve the accuracy or complementary for the
measurement. For the later case, this space and time sensor
fusion is essential for the measurement.

The space and time fusion is inevitable for the
complementary case. Therefore the effectiveness is very
clear and the utilization method will be determined by the
sensory data structure. However for the redundant case, it is
required to define that how to fuse the previous data sets to
the current data set. In this paper, we are basically going to
utilize the minimum square solution for the fusion scheme
without considering the error variance in the measurement
for simplicity.

II. SPACE AND TIME SENSOR FUSION

Multi-sensor fusion refers to any stage in the integration
process where there is an actual combination (or fusion) of
different sources of sensory information
representational format.

into one

2.1. A General Pattern of Sensor Fusion

Fig. 1 means to represent a general pattern of multi-sensor
integration and fusion in a system. In this figure, n sensors
Are integrated to provide information to the system.
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Fig. 1 General pattern of multi-sensor integration and fusion in system.

The output X; and X, from the first two sensors are
fused at the left-hand node into a new
representation X; 5 . The output X3 from the third sensor
could then be fused with Xj, at the next node, resulting in
the representation X, , which might then be fused at
nodes higher in the structure.

lower

2.2. Sensor Fusion Transformation

Let us define the k-th moment data set provided by i-th
sensor as, zi(k), and the £-th measurement vector as x(k).
Then the conventional sensor fusion technique provides the
measurement as

A n
x(k)=Y W, (k) (1)
i=1
where x; (k)= H ,z,(k)e R",
H, represents transformation from the sensory data to the
measurement vector, and W, e R™r represents the

weighting value for i-th sensor.

Note that in the measurement of z;(k), the low-level fusion
might be applied with muitiple sets of data with known
statistics[2]. The determination of A | is purely dependent

on the sensory information and the decision of y, can be

done through the sensor fusion process. Later this measured
data are provided to the linear model of the
control/measurement system as current state vector, x(k). In
this approach, we propose a multi-sensor data fusion using
sensory data, 7z (). as

k) =Y wAS P Tz, (i) @
i=1 i=\

where .
< Pi=1
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Note that when each of sensor information can provide the
measurement vector, that is, the redundant case, Tz,(j) can

be expanded as
Tz,(j)=T,; + H,z,(j) 3

where TJ represents the homogeneous transformation

from the location of the j-th to the k-th measurements.

Fig. 2 illustrates the concept of this multi-sensor temporal
data fusion. Estimation of parameter may provide the
measurement vector at each sampling moment. The
verification of significance and adjustment of weight steps
are pre-processing stages for the sensor fusion. After these
steps, the previous data set will be fused with the current data
set, which provides a reliable and accurate data set as the
result of multi-sensor temporal fusion. Significance implies
that how much the previous data set is related to the current

data.
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Fig. 2 Concept of Space and Time Sensor Fusion.

ITI. APPLICATIONS TO MOBILE ROBOTS

3.1 Complementary Usage for 3D Vision

If the image for an object is well matched to one model in
the database, the position of the object can be obtained
directly. In a well-structured environment, it may be a usual
case. However, when the mobile robot is navigating in an
unstructured environment, it needs to recognize the
position/orientation of an object located in the middle of its
path, which is not known to the robot a priori.

As a typical geometrical model for camera, a pinhole
model is widely used in vision application fields as shown in
Fig. 3. At the k-th sampling moment, a scene point O(X,Y,Z)
is captured by a camera on the mobile robot. The vectors
from the scene point to the k-th and (k-I)th camera
perspective center are represented by Vi and V.,
respectively. The motion of mobile robot from (k-1)th
moment to k-th moment is represented by V. Now we can
write the vector relationship as

Via=V,-V. “)

Normal Vector
N(n,n,,n,)
Base Plane

Fig. 3. Transformation of camera coordinates.

This can be represented as a matrix form,

X1 h N2 T | % Y

- A _ 5

oy [=B{rn e m| Y vy ©)
-f ry rp raj—f V3

where (xy, yi -f) and (Xx.1, Yk.1, -f) represent the projection of
the scene point onto the camera image planes; V(vy, v,, v3)
represents the translational motion of the mobile robot; rjjis
an element of the rotation matrix, R represents the relative
rotation between the two camera frames; O and f are

constants.

Now consider the reference base plane passing through the
scene point P with a direction vector N(ny, ny, n3); then the
range value, D, can be represented as

D=V, -N . 6)
This can be represented again as
D=B(nx, +n,y,—nyf) . )]
Now, Eq. (7) is reformulated as
Xea1 a, dp G || X
@/ B) yiu |=|an an an| ¥ ®
-f a; ay ay||-f

where a; =1, —(v;-n;/ D).
Expanding the matrices and dividing rows one and two by
row three gives

D(Ryx, ,+R f)=Cyx, ,+C,f &)
DRy, +R, f)=C3y,,+C, f (10)
where R =rx +1,9, —naf and

C =v,(nx, +ny, -nf)-

In matrix form, these equations can be expressed as
AD =B

where A" =[a b],B" =[c d)]. a=Ryx, +Rf:
b=Ryy, ,+R,f: c=Cix,,+C,f» and 4 = Cyea +Cof -

Use of the pseudo-inverse matrix enables computation of the

range value, D which is associated with image point (xi, yi),
and is written as,

1D

D=(ATA)"'A"B or (12)
D= (“%%ffl . (13)
a

So far, we have shown that using the consecutive two
image frames, the distance information of the scene point can
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be obtained as using the stereo images at a certain moment.

IV. ROBOT TYPE IN EXPERIMENTS SETUP

The mobile robot used in the experiments is an IRL-2001
developed in the IRL, PNU which is designed for an intellig
ent service robot.

This robot is shown in Fig. 4 along with some of its
sensory components. Its main controller is made on system
slock 600 MHz, Pentium III Processor. The sensors,

16-ultrasonic and a robust odometry system are installed on
‘he mobile robot. Ultrasonic sensors and infrared sensors in
2ight sides(25 °) sense obstacles of close range, and the main
controller processes this information.

For visual information, a CCD camera is mounted on the
top of the mobile robot in order to sense obstacles or
landmarks of the side and the rear of mobile robot. And DC
servomotors are used for steering and driving of /RL-2001
robot.

Fig. 4. IRL-2001 robot.

V. EXPERIMENTAL RESULTS

5.1 Robot Localization used Landmark pattern recognition

The service robot(/RL-2001) is commanded to follow the
environment as shown from (a) to (f) of Fig. 6. We
performed the experiment for two cases.

To begin with, the 2-D landmark used by IRL-2001 is
shown in Fig. 5. The primary pattern of landmark is a 10cm
black square block on white background and a Scm square
block. The major reasons for choosing the square blocks are

_LS Cm

10Cm

10Cm
e

Fig. 5. The landmark pattern and size used by IRL-2001.

The image corners are then automatically extracted by
camera parameters, and displayed on Fig. 6 and the blue
squares around the corner points show the limits of the
corner finder window. The corners are extracted to an
accuracy of about 0.1 pixel.

On Fig. 7, every camera position and orientation are
-epresented by red pyramid, therefore we can see the location
and the orientation of a mobile robot in the indoor
2nvironment.

To measure the relative distance of the landmark from the
mobile robot, we first measure the distance of image from the

fixed position in the corridor. The predefined values of the
landmark defined in this section are given as follows the
origin of coordinates is equal to the origin of mobile robot, a
Y-axis is fit to the front of mobile robot and an X-axis is
perpendicular with Y-axis.

©)

Fig. 6. A landmark locations detected by camera.

Extrinsic paramatars

Q.
e

Fig. 7. Mobile robot position and orientation.

Table 1 lists the data measured in the corridor. The Left
direction marks negative. From table 1, we find the
maximum and the minimum error on distance is 0.32 m and
0.13m, respectively.

It shows that the distance error becomes less and less by
frames, which composes the environment map. And so, we
can use it to measure the relative distance of the mobile
robot.

Table 1. The result of relative distance (Dim.:m).

World Image
Frame Rk N
Coordinate Coordinate Error
Number X X
Distance Distance

1 7.81 8.13 0.32
2 7.02 7.30 0.28
3 6.28 6.53 0.25
4 5.06 4.89 0.17
5 5.52 5.39 0.13
6 6.32 6.46 0.14

5.2 Mobile robot Navigation

Conventional fusion and STSF(a space and time sensor
fusion) have first been tested with simulation to show the
usefulness of STSF in two environments respectively. Starti
ng at (0.3m, 5m, O degree), a virtual robot was driven aroun
d a virtual square corridor one time.

Fig. 8 shows determination of the pointing vector based u
pon only current readings used conventional sensor fusion, i
.e. spatial fusion. This robot was made to move randomly w
ithin the confines of the above setup and at the region, Cc.T
here are a little of difference between conventional fusion a
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nd the new STSF. But at the region, Ac, the robot moves not
keeping the distance between robot and wall constant and
have some difficult local minimum trap problems at some
places.

(b). Experiment in a corridor with wide space.
Fig. 8. Simulation for pointing vector based upon current readings.

Fig. 9 shows multi-sensor STSF scheme is applied for the
measurement. And the results are compared to show the
superiority of the proposed scheme. The robot was allowed
to move keeping the distance between robot and obstacles
constant at the region, A, and B; -

The region B, , shows the improvement in steering at cor

ner. And the simulation experiments show that a mobile rob
ot, utilizing our scheme, can avoid obstacles and reach a giv
en goal position in the workspace of a wide range of geomet
rical complexity. Experiments results using new STSF, sho
w the robot can avoid obstacles (boxes and trash can) and f
ollow the wall. Fig. 8 through Fig. 9 demonstrates one of m
any successful experiments. The algorithm is very effective
in escaping local minima encountered in laboratory
environments.

(a). Experiment in a corridor.
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(b). Experiment in a corridor with wide space.
Fig. 9. Simulation used a STSF scheme.

The mobile robot navigates along a corridor with 3m
width and with some obstacles as shown in Fig. 8 and Fig. 9.
It demonstrates that the mobile robot avoids the obstacles
intelligently and follows the corridor to the goal.

Also notice that especially at the region, A,, the errors of
the robot position converse to zero as the same reason,
referring to the simulation result and experimental result in
Fig. 8-(a) and 8-(b) respectively, Fig. 9-(a) and 9-(b)
represent the reference of robot direction produced by the
proposed STSF.

V1. CONCLUSIONS

In this paper, a new sensor fusion concept, STSF(space
and time sensor fusion), was introduced. The effectiveness of
STSF was demonstrated through the examples, simulations
and experiments. To generate complete navigation
trajectories without a prior information on the environment,
not only the data from the sensors located at different places
but also the previous sensor data are inevitably utilized.
Although we have tried using the sonar system for map
building and navigation in indoor environment, the result
from the above experiments clearly shows that by utilizing
both systems and applying active sensing to adapt to
differing situation, a high level of competent collision
avoidance behavior by STSF can be achieved.

Based on these results, further experiments will aim at
applying the proposed tracking technique to the multi-sensor
fusion scheme which is applied to the control of a mobile
robot in an unstructured environment. The STSF will be
applied for conducting on landmark based real-time robot
guidance, including visual servo control of the IRL-2001
mobile robot for autonomous navigation.
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