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Abstract

Disassembly scheduling is the problem of determining the ordering and disassembly schedules of used products while satisfying the demand of their parts or components over a certain planning horizon. The objective is to minimize the sum of purchase, setup, disassembly operation, and inventory holding costs. This paper considers products with assembly structure, i.e., products without parts commonality, and suggests a heuristic in which an initial solution is obtained in the form of the minimal latest disassembly schedule, and then improved considering trade-offs among different cost factors. To show the performance of the heuristic suggested in this paper, computational experiments were done on the modified existing examples and the results show that the heuristic can give optimal or very near optimal solutions within very short computation times.

1. Introduction

Disassembly is one of the important remanufacturing or recycling processes, since most products should be disassembled before they are remanufactured or recycled. See O’Shea et al. (1998), Gungor and Gupta (1999) and Lee et al. (2001) for literature reviews on various disassembly problems.

Among the various disassembly problems, this paper focuses on disassembly scheduling that determines the ordering and disassembly schedules of used products while satisfying the demand of their parts/components over a certain planning horizon. In general, disassembly scheduling is an important short-term (or mid-term) production planning problem in disassembly systems. In other words, from the solution of the problem, we can determine which items (products/subassemblies), how much (amount of disassembly operations), and when (planning period) to disassemble used products in order to satisfy the demand of their parts or components.

Not much work has been done on the disassembly scheduling problem. Gupta and Taleb (1994) define the basic form of the disassembly scheduling problem, i.e., a single product with assembly structure. Since the problem is a reversed form of material requirement planning (MRP), they suggest an MRP-like algorithm. Later, Taleb et al. (1997) extend the basic model by considering the parts commonality, and suggest another MRP-like algorithm with the objective of minimizing the number of products to be disassembled. Here, the extended problem is more complex than the basic one since the parts commonality results in one or more alternative procurement sources for each common part and hence creates dependencies among different components. Also, Taleb and Gupta (1997) consider the case with multiple products as well as the parts commonality. Neuendorf et al. (2001) suggest a Petri-net approach to solve the problem with parts commonality, and Lee et al. (2001) extend the basic problem of Gupta and Taleb (1994) by considering various cost factors, and suggest an integer programming model that can give optimal solutions for small-to-medium sized problems. Recently, Lee et al. (2002) suggest another integer programming model for the problem with resource capacity constraints.

The problem considered here is the same as that of Lee et al. (2001), i.e., the assembly product structure without parts commonality. Although the integer programming model of Lee et al. (2001) can be directly used to solve small-sized problems, it is not adequate for large-sized problems due to its excessive computation times. Therefore, in this paper, we suggest a fast heuristic that can give near optimal solutions within very short computation times.
2. Problem Description

This section begins with the definition of the disassembly product structure, which can be obtained from the solution of the disassembly planning problem that determines the disassembly level, the disassembly sequence, and/or the end-of-life options of the disassembled parts/components. See O'Shea et al. (1998) and Lee et al. (2001) for more details on disassembly planning.

In the disassembly product structure, the root item represents the product itself and each leaf item represents any item that cannot be further disassembled. Also, a child item represents any item that has a parent at the next higher level and a parent item is any item that has at least one child. Note that each item has at most one parent in the assembly product structure without parts commonality. Fig. 1 shows an example of the disassembly product structure, called the GT example, obtained from Gupta and Taleb (1994). In this figure, item 1 represents the root item, and items 6, 7, 8, 9, 10, 11, and 12 represent the leaf items. The number in parenthesis represents the yield of the item when its parent is disassembled, e.g., item 5 is disassembled into three units of item 10, two units of item 11, and three units of item 12. Here, item 5 is called a parent item, while items 10, 11, and 12 are called child items. Also, in the figure, DLT means disassembly leadtime, i.e., the time required to disassemble a parent item.

![Figure 1. Disassembly product structure of assembly type: an example](image)

Table 1(a) shows the initial inventory for product, subassemblies, and parts at the beginning of the planning horizon, which remains at the end of the previous planning horizon. Table 1(b) shows the scheduled receipts from external sources over the planning horizon, i.e., items that are expected to arrive from outside sources and not from disassembly. Finally, the demand of each leaf item over the planning horizon is summarized in Table 1(c).

### Table 1. Data of the GT example

#### (a) Initial inventory

<table>
<thead>
<tr>
<th>Item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Inventory</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>45</td>
<td>12</td>
<td>10</td>
<td>30</td>
<td>55</td>
<td>20</td>
<td>120</td>
<td>90</td>
<td>80</td>
</tr>
</tbody>
</table>

#### (b) Scheduled receipts from external source

<table>
<thead>
<tr>
<th>Item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduled receipts</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

#### (c) Demand

<table>
<thead>
<tr>
<th>Leaf item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>55</td>
<td>0</td>
<td>45</td>
<td>0</td>
<td>20</td>
</tr>
</tbody>
</table>

We assume that the disassembly product structure is given from the corresponding disassembly plan with the description of all parts/subassemblies and disassembly operations. It is assumed that there is no shortage of the root item (product). That is, the ordered products can be obtained whenever they are ordered. The other assumptions made in this problem, which are similar to those of MRP, are as follows: (a) the planning horizon is divided into discrete planning periods; (b) demand of leaf items is given and deterministic; (c) backlogging is not allowed and hence demand should be satisfied in time; (d) the disassembly process is perfect, and hence any defective parts resulted from disassembly are not considered; (e) disassembly lead times with discrete time scale are given and deterministic; and
(f) inventory holding costs are computed based on the end-of-period inventory.

The problem considered here can be formulated as the following integer program, which is a reversed form of the uncapacitated multi-level lot sizing problem (Lee et al. 2001). In the formulation, without loss of generality, all items are numbered by the integers 1, 2,...,i - 1, i, i + 1,...,I, where the index ii represents the first leaf item in the disassembly product structure and hence the indices that are equal to or larger than ii represent leaf items. In the formulation, the following notations are used.

**Parameters**

- \( c_i \): purchase cost of the root item (product) in period \( t \)
- \( s_i \): setup cost of item \( i \)
- \( p_i \): disassembly operation cost of item \( i \)
- \( h_i \): inventory holding cost of item \( i \)
- \( D_i \): demand of item \( i \) in period \( t \)
- \( a_j \): number of units of item \( j \) obtained by disassembly of one unit of its parent item \( i \)
- \( r_{it} \): scheduled receipt of item \( i \) in period \( t \)
- \( \phi(i) \): parent of item \( i \) (Only one parent exists for each item in the assembly structure.)
- \( l_i \): disassembly lead time of parent item \( i \)
- \( I_0 \): initial inventory of item \( i \)

**Decision variables**

- \( Z_t \): purchase quantity of the root item in period \( t \)
- \( Y_{it} \): 1 if there is a setup for item \( i \) in period \( t \), and 0 otherwise
- \( X_{it} \): amount of disassembly operations of item \( i \) in period \( t \)
- \( I_t \): inventory level of item \( i \) at the end of period \( t \)

Now, the integer program is given below.

Minimize \( \sum_{t=1}^{T} c_i Z_t + \sum_{i=1}^{I} s_i Y_{it} + \sum_{i=1}^{I} p_i X_{it} + \sum_{i=1}^{I} h_i I_t \)

subject to

\[ I_{lt} = I_{l,t-1} + r_{lt} + Z_{lt} - X_{lt} \quad \text{for all } l = 1,...,T \]
\[ I_{lt} = I_{l,t-1} + r_{lt} + a_{\phi(l)} \cdot X_{\phi(l),t-l_{\phi(l)}} - X_{lt} \quad \text{for all } l = 2,...,l_{i} - 1 \text{ and } t = 1,...,T \]
\[ I_{lt} = I_{l,t-1} + r_{lt} + a_{\phi(l)} \cdot X_{\phi(l),t-l_{\phi(l)}} - D_i \quad \text{for all } l = i_{i-1} \text{ and } t = 1,...,T \]
\[ X_{lt} \leq M Y_{lt} \quad \text{for all } l = 1,...,l_{i} - 1 \text{ and } t = 1,...,T \]
\[ Z_{lt} \geq 0 \text{ and integers, } \text{for all } l = 1,...,T \]
\[ X_{lt} \geq 0 \text{ and integers, } \text{for all } l = 1,...,l_{i} - 1 \text{ and } t = 1,...,T \]

\( I_{lt} \geq 0 \) and integers, \( \text{for all } l = 1,...,T \) and \( t = 1,...,T \) \( Y_{lt} \in \{0,1\} \quad \text{for all } l = 1,...,l_{i} - 1 \text{ and } t = 1,...,T \)

The objective function denotes the sum of purchase, setup, disassembly operation, and inventory holding costs. Constraints (1), (2), and (3) represent the inventory flow conservation that defines the inventory level of item \( l \) at the end of period \( t \). Constraint (4) represents the inventory balance of the root item. That is, at the end of each planning period, we have inventory what we had the period before, increased by the scheduled receipt and the purchased quantity, and decreased by the number of root items disassembled. Constraint (2) represents the inventory balance of parent items (except for the root item) that should be disassembled further. Here, this constraint is the same as (1) except that for each item, the quantity resulting from disassembling its parent, multiplied by the yield from its parent, is used instead of the purchase quantity. Also, the inventory balance of each leaf item is represented by constraint (3), which is different from (2) in that the demand requirement \( D_i \) is used instead of the amount of items to be disassembled. Constraint (4), where \( M \) is an arbitrary large number, guarantees that a setup cost in a period is incurred when there is at least one disassembly operation at that period. Finally, the other constraints (5), (6), (7), and (8) represent the conditions of the decision variables. In particular, constraint (7) ensures that backlogging is not allowed. See Lee et al. (2001) for more details of the integer programming model.

### 3. Heuristic Algorithm

The heuristic suggested in this paper consists of two stages. In the first stage, an initial solution is obtained in the form of the minimal latest disassembly schedule (using the algorithm of Gupta and Taleb (1994)). Then, it is improved by iteratively changing the current disassembly schedule, while considering the trade-offs among different cost factors.

**Obtaining an initial solution**

To obtain an initial ordering and disassembly schedules, the GT algorithm is used in the paper. In the algorithm, the demand of items at one level of the disassembly product structure is translated into an equivalent demand of the items at the next higher level, and this is repeated from leaf items to the root item. See the following procedure for more details. In the procedure, \( H_l \) denotes the set of child items of parent \( i \), and the other notations are the same as those of the integer programming formulation.
Procedure 1. (Obtaining Initial Solution)

Step 1. Set \( i = i_1 - 1 \), i.e., parent item with the largest index.

Step 2. For parent item \( i \) and its child items, do the following steps:
1) Set \( t = 1 \).
2) For each child item \( j \in H_i \), calculate the Net Requirement (\( NR_j \)) in period \( t \):
\[
NR_j = \max\{0, R_j - I_{j,t-1} - r_j\}
\]
where \( R_j = D_j \) if \( j = i_0, \ldots, I \) (leaf item) and \( R_j = X_{j,t} \), otherwise.
3) Calculate the disassembly schedule of parent \( i \) in period \( t - l_i \) using
\[
X_{i,t-l_i} = \max_{j \in H_i} \left\{ \frac{NR_j}{a_j} \right\},
\]
where \( \lfloor \cdot \rfloor \) is the smallest integer value that is greater than or equal to \( \cdot \). Here, if \( X_{i,t-l_i} > 0 \) and \( t - l_i \leq 0 \), stop. (The problem is infeasible.)
4) For each child item \( j \), calculate the inventory level in period \( t (l_j) \) as
\[
\max\{0, I_{j,t-1} + r_j + a_j \cdot X_{j,t-q(t)} - NR_j\}
\]
5) Set \( t = t + 1 \). If \( t > T \), go to Step 3. Otherwise, go to (2).

Step 3. Set \( i = i - 1 \). If \( i = 0 \), calculate the ordering schedule (\( Z_i \)) and the inventory level (\( l_i \)) of the root item using the following procedure and stop. Otherwise, go to Step 2.
1) Set \( t = 1 \).
2) Calculate the ordering schedule and the inventory level in period \( t \) using
\[
Z_t = \max\{0, X_{t-1} - l_{t-1} - n_t\}
\]
\[
l_i = \max\{0, l_{i,t-1} + n_t - X_{i,t}\}
\]
3) Set \( t = t + 1 \). If \( t > T \), stop. Otherwise, go to (2).

Now, it is shown that the initial disassembly schedule obtained by the GT algorithm described in the above procedure is the minimal latest schedule. More formally, for a given disassembly schedule \( X_{t} \) for all \( i = 1, \ldots, I - 1 \) and \( t = 1, \ldots, T \), let us assume that a new one \( X'_{t} \) is obtained by changing the disassembly schedule of an arbitrary parent item \( k \) in two periods \( u \) and \( v \) (where \( u < v \) and \( X_{t,u} > 0 \)) as follows:
\[
X'_{t,u} = X_{t,u} - \alpha
\]
\[
X'_{t,v} = X_{t,v} + \alpha,
\]
and \( X'_{t,t} = X_{t,t} \) for all \( t \neq u,v \), where \( 0 < \alpha \leq X_{t,u} \). Then, the disassembly schedule \( X'_{t} \) is called the latest if the new disassembly schedule \( X'_{t} \) is infeasible (due to backlogging). Also, the disassembly schedule \( X_{t} \) is called to be minimal if a decrease in the amount of disassembly operations results in backlogging. The following proposition specifies the characteristic of the initial disassembly schedule.

**Proposition 1.** The initial disassembly schedule obtained by Procedure 1 is the minimal latest one.

**Proof.** Among the steps of the procedure, the disassembly schedule is determined using the following formula (Step 2(3)).
\[
X_{i,t-l_i} = \max_{j \in H_i} \left\{ \frac{NR_j}{a_j} \right\},
\]
i.e., the maximum rounded-up ratio of the net requirement for each child item divided by its yield from the parent item \( i \). This implies that the net requirement for item \( i \) in period \( t \) is satisfied at \( t - l_i \) (as late as possible) with the minimum amount of disassembly operations. Here, \( l_i \) is the disassembly lead time of parent \( i \). Therefore, Procedure 1 gives the minimal latest disassembly schedule.

**Improvement**

In this stage, the initial solution is improved using trade-offs among different cost factors. That is, the current disassembly schedule is changed and then the resulting new ordering and disassembly schedules and inventory levels are evaluated. To do this, required are the methods to change the current disassembly schedule, to check the feasibility of the new disassembly schedule, and to calculate new ordering and disassembly schedules and inventory levels.

To change the current disassembly schedule, a backward and extreme move is defined first. Note that the backward and extreme move is a pairwise move in that the change is done between amounts of disassembly operations in two different periods.

**Definition 1.** For a given disassembly schedule \( X_{tu} \), a new one \( X'_{tu} \) obtained from a **backward and extreme move** of parent item \( k \), between periods \( u \) and \( v \) (\( u < v \) and \( X_{tu} > 0 \)), is defined as
\[
X'_{tu} = X_{tu} + X_{kv},
\]
\[
X'_{kv} = 0,
\]
and
\[
X'_{t,v} = X_{t,v} \text{ for all } t \neq u,v,
\]
where the others in the given disassembly schedules (except for item \( k \)) remain the same.

The pairwise move defined above is backward in that the amount of disassembly operations in the later period \( (v) \) is moved to the earlier period \( (u) \), and is extreme in that the amount of move is the amount of disassembly operations in the later period.
If the initial disassembly schedule is given, it can be easily seen that a forward move (from \( u \) to \( v \)) always results in an infeasible disassembly schedule because the initial disassembly schedule is the latest one (Proposition 1). This is the reason that backward moves are considered in this paper. Also, we consider extreme moves since the setup cost in the later period can be reduced.

Now, it is needed to check if the new disassembly schedule after a backward and extreme move results in backlogging, i.e., checking the feasibility of the backward and extreme move. In the disassembly scheduling problem considered here, the feasibility checking is different according to different type of items, i.e., root item and non-root parent items. In the case of the root item, a new feasible disassembly schedule can always be obtained by changing the corresponding ordering schedule. On the other hand, in the case of non-root parent items, a backward and extreme move may result in backlogging and hence does not always give a new feasible disassembly schedule. The following proposition shows a simple condition to check the feasibility of a backward and extreme move (for non-root parent items).

**Proposition 2.** For a given disassembly schedule \( X_{uv} \), a backward and extreme move of non-root parent item \( k \) from periods \( v \) to \( u \) \( (u < v) \) is feasible if

\[ X_{ku} \leq I_{ku} \quad \text{for all} \quad t = u, u+1, \ldots, v-1, \]

where \( I_{ku} \) is the inventory level of item \( i \) in period \( t \) under the given disassembly schedule.

**Proof.** The new inventory level, \( I_{ku} \) for \( t = u, u+1, \ldots, v-1 \) of item \( k \), after the backward and extreme move from periods \( v \) to \( u \) can be calculated as follows.

\[
I_{ku} = I_{ku-1} + r_k + a_k \cdot X_{ku} - (X_{ku} + X_{kv}) = I_{ku} - X_{kv} \\
I_{kt} = I_{kt-1} + r_k + a_k \cdot X_{kt} - X_{kt} = (I_{kt-1} - X_{kt}) + r_k + a_k \cdot X_{kt} = I_{kt} - X_{kt} \\
I_{kv} = I_{kv} - r_k + a_k \cdot X_{kv} - I_{kv} = I_{kv} - X_{kv} \quad \text{for} \quad t = u+1, \ldots, v-1 \]

Then, the feasibility condition follows from the constraint that \( I_{ku} \leq 0 \) for \( t = u, u+1, \ldots, v-1 \). (The others remain the same.)

Now, we explain the method to calculate the new ordering schedule and inventory level after the current disassembly schedule is changed using a backward and extreme move. Like the method to check the feasibility described earlier, there are two cases: root item and non-root parent items. In the case of the root item, the backward and extreme move affects the ordering schedule as well as the inventory levels of the root item and its child items, while the others remain the same. In this case, the new ordering schedule and the new inventory levels after the backward and extreme move (between periods \( u \) and \( v \) \( (u < v) \)) can be calculated using the following procedure.

**Step 1.** Set \( t = 1 \) and \( I_{0u} = I_{0v} \).

**Step 2.** Calculate the ordering quantity and the inventory level in period \( t \) using

\[
Z_t = \max\{0, X_{tu} - I_{tu-1} - n_u\} \quad \text{and} \quad I_{tu} = \max\{0, I_{tu-1} + n_u - X_{tu}\}
\]

**Step 3.** Set \( t = t + 1 \). If \( t > T \), stop. Otherwise, go to Step 2.

On the other hand, in the case of a non-root parent item, a backward and extreme move affects the inventory levels of the parent item and its child items, while the ordering schedule and the inventory levels of the other items remain the same. In this case, the new inventory levels can be calculated using the following method. Let the backward and extreme move be done for item \( k \) between periods \( u \) and \( v \) \( (u < v) \). First, the new inventory level of non-root parent item \( k \) after a backward and extreme move between periods \( u \) and \( v \) is as follows.

\[
I_{ku} = I_{ku} \quad \text{for all} \quad t = 1, 2, \ldots, u-1, v, v+1, \ldots, T \quad \text{and} \quad I_{kv} = I_{kv} - X_{kv} \quad \text{for all} \quad t = u+1, \ldots, v-1.
\]

The above formulas result from the fact that the amount of disassembly operations in the later period \( v \) is done in the earlier period \( u \) and hence the inventory levels in periods \( u, u+1, \ldots, v-1 \) decrease by that amount. Second, the following proposition gives the method to calculate the new inventory levels of child items. Note that this method is worth because it can reduce much computation time to evaluate new disassembly schedules without recalculating the inventory levels of all items.

**Proposition 3.** New inventory level \( I'_{ju} \) of each child item \( j \) \( j \in H_i \) in period \( t \), after a backward and extreme move of non-root parent item \( i \) from periods \( v \) to \( u \) \( (u < v) \) is as follows.

\[
I'_{ju} = I_{ju} + a_j \cdot X_{ju} \quad \text{for} \quad t = u+1, \ldots, v-1, \ldots, T \quad \text{and} \quad I'_{ju} = I_{ju} \quad \text{for} \quad t = 1, 2, \ldots, u-1, v, v+1, \ldots, T,
\]

where \( a_j \) is the number of units of child \( j \) obtained by disassembly of one unit of its parent \( i \).

**Proof.** For each child item \( j \) of the non-root parent item \( i \), \( j \in H_i \), the new inventory level \( (I'_{ju}) \) in each
period, after the backward and extreme move, can be calculated as follows.

For $t = 1, 2, \ldots, h - 1$, $I_{jt} = I_{jt}$.

For $t = u + l_1$,

$I_{j,u+l_1} = I_{j,u+l_1-1} + r_{j,u+l_1} + a_{j_i} \cdot X_{j,u+l_1}$

$= I_{j,u+l_1-1} + r_{j,u+l_1} + a_{j_i} \cdot (X_{j,u} + X_{j,v}) - X_{j,u+l_1}$

$= (I_{j,u+l_1-1} + r_{j,u+l_1} + a_{j_i} \cdot X_{j,u} - X_{j,u+l_1}) + a_{j_i} \cdot X_{j,v}$

$= I_{j,u+l_1} + a_{j_i} \cdot X_{j,v}$

For $t = u + l_1 + 1, \ldots, v + l_1 - 1$,

$I_{jt} = I_{j,t-1} + r_{jt} + a_{j_i} \cdot X_{j,t-1} - X_{jt}$

$= (I_{j,t-1} + a_{j_i} \cdot X_{j,v}) + r_{jt} + a_{j_i} \cdot X_{j,t-1} - X_{jt}$

$= (I_{j,t-1} + a_{j_i} \cdot X_{j,v} - X_{j,t-1}) + a_{j_i} \cdot X_{j,v}$

$= I_{jt} + a_{j_i} \cdot X_{j,v}$

For $t = v + l_1$,

$I_{j,v+l_1} = I_{j,v+l_1-1} + r_{j,v+l_1} + a_{j_i} \cdot X_{j,v} - X_{j,v+l_1}$

$= (I_{j,v+l_1-1} + a_{j_i} \cdot X_{j,v}) + r_{j,v+l_1} + a_{j_i} \cdot X_{j,v} - X_{j,v+l_1}$

$= I_{j,v+l_1-1} + r_{j,v+l_1} + a_{j_i} \cdot X_{j,v} - X_{j,v+l_1} = I_{j,v+l_1}$

Then, $I_{jt} = I_{jt}$ for $t = v + l_1 + 1, \ldots, T$.

Step 2. Let $N$ denote the set of pairs $(i, t)$ such that $X_{it} > 0$ in the current disassembly schedule. For each pair $(i, t) \in N$, find the best backward and extreme move using

$$u^*(i, t) = \arg \min_{u = 1, 2, \ldots, j \neq t} \{B(u, v) - A_i(u, t)\}$$

If the best move is feasible (proposition 2), set the best move to be the candidate move for the pair $(i, t)$. Otherwise, no candidate move is set to the pair $(i, t)$.

Step 3. If no candidate move exists for each pair $(i, t)$, stop and save the current solution. Otherwise, select the best candidate move.

Step 4. If there is no improvement in the best candidate move, stop and save the current solution. Otherwise, perform the best candidate move and update the current solution. Then, go to Step 2.

4. Computational Experiments

To show the performance of the heuristic suggested in this paper, this section reports the test results of computational experiments on the modified version of the GT example described in the problem description section. Two cases, time-invariant and time-variant purchase costs, are considered in the computational experiments. The time-invariant purchase cost implies that purchase costs are the same in different planning periods, while the time-variant costs imply that purchase costs are different according to different planning periods over the planning horizon. In this test, time-variant purchase costs are considered since the purchase costs of used products depend highly on the market situation.

Two performance measures were used in the test. They are percentage deviations from optimal solution values and CPU seconds. Here, optimal solution values were obtained by solving the formulated integer programs directly using CPLEX 6.5, a commercial integer programming software. In addition, we report how much improvement was obtained in the improvement stage.

For the test, 10 problems with different cost values were generated randomly for each of the two cases on purchase costs. Time-invariant purchase costs were generated from $DU(50, 100)$, while time-variant purchase costs were generated from multiplying randomly generated coefficients, ranged from 0.8 to 1.2, by the time-invariant purchase cost values. Here, $DU(a, b)$ denotes the discrete uniform distribution with range $[a, b]$. Also, setup costs were generated from $DU(100, 1000)$, and disassembly operation costs were generated from multiplying randomly generated coefficients, ranged from 0.05
to 0.1, by the corresponding setup costs. Finally, inventory costs were generated as 5 to 10% of the corresponding purchase costs.

Results of the test on the GT examples are summarized in Table 2, which shows the percentage deviations from optimal solutions. It can be seen from the table that the heuristic suggested in this paper gives very near optimal solutions for each of the two cases on purchase costs, i.e., 0.15% in average for the case of time-invariant purchase costs and 0.49% in average for the case of time-variant purchase costs. Also, compared to the first stage (GT algorithm), more than 1% (in average) of improvement was obtained in the improvement stage, which shows that the improvement procedure is efficient. Table 2(b) compares the CPU seconds of the two-stage heuristic and CPLEX 6.5 to obtain optimal solutions. As expected, CPLEX 6.5 required much longer computation times than the heuristic. The interesting point is that the heuristic required very short computation times, i.e., less than 0.01 seconds.

### Table 2. Test results for the GT examples

<table>
<thead>
<tr>
<th>Problem</th>
<th>Time-invariant purchase costs</th>
<th>Time-variant purchase costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>INI†</td>
<td>Hour†</td>
</tr>
<tr>
<td>1</td>
<td>2.50</td>
<td>0.00*</td>
</tr>
<tr>
<td>2</td>
<td>2.46</td>
<td>0.00*</td>
</tr>
<tr>
<td>3</td>
<td>1.82</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>0.89</td>
<td>0.17</td>
</tr>
<tr>
<td>5</td>
<td>1.14</td>
<td>0.30</td>
</tr>
<tr>
<td>6</td>
<td>0.64</td>
<td>0.00*</td>
</tr>
<tr>
<td>7</td>
<td>0.94</td>
<td>0.20</td>
</tr>
<tr>
<td>8</td>
<td>0.99</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td>1.09</td>
<td>0.00*</td>
</tr>
<tr>
<td>10</td>
<td>0.56</td>
<td>0.15</td>
</tr>
<tr>
<td>Average</td>
<td>1.30</td>
<td>0.15</td>
</tr>
</tbody>
</table>

† Initial solution by the GT algorithm
‡ the heuristic suggested in this paper (after improvement stage)
* optimal

<table>
<thead>
<tr>
<th>Problem</th>
<th>Time-invariant purchase costs</th>
<th>Time-variant purchase costs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IP†</td>
<td>Hour†</td>
</tr>
<tr>
<td>1</td>
<td>4.6†</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>7.7</td>
<td>0.00**</td>
</tr>
<tr>
<td>3</td>
<td>17.9</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>5.4</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>35.4</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>12.4</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>24.5</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>29.7</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>4.5</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>3.7</td>
<td>0.00</td>
</tr>
</tbody>
</table>

See the footnotes of (a).
† CPU second of CPLEX 6.5
** CPU second was less than 0.01 second. (personal computer with a Pentium processor operating at 800 MHz clock speed)

### 5. Concluding Remarks

We considered the disassembly scheduling problem for products with assembly structure, which is the problem of determining the ordering and disassembly schedules of used products, while satisfying the demands of their parts/components over a given planning horizon. To solve the problem, a heuristic, which consists of two stages, is suggested this paper. Computational experiments showed that the heuristic can give optimal or very near optimal solutions within a very short computation time.

Because the disassembly scheduling problem considered in this paper is the most basic form of the problem, this research can be extended in several ways. First, it is needed to consider the problem with general structure, i.e., parts commonality. Second, like other disassembly problems, uncertainties, such as defective parts/components, stochastic demands, are important considerations.
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