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Color Data Clustering Algorithm using Fuzzy Color Model
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ABSTRACT

The research interest of this paper is focused on the efficient clustering task for an arbitrary color data. In order
to tackle this problem, we have tried to mode! the inherent uncertainty and vagueness of color data using fuzzy
color model. By taking a fuzzy approach to color modeling, we could make a soft decision for the vague
regions between neighboring colors. The proposed fuzzy color model defined a three dimensional fuzzy color
ball and color membership computation method with the two inter—color distance measures. With the fuzzy
color model, we developed a new fuzzy clustering algorithm for an efficient partition of color data. Each fuzzy

cluster set has a cluster prototype which is represented by fuzzy color centroid.
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I. Introduction

Color is the one of the most important features in our
lives. It is not easy task to effectively describe color
in our language even though color can be considered
as a simple and intuitive object[1][2]. The research
interest of this paper is focused on the color
clustering problem. For a given set of color data and
the number of clusters, the objective is to partition the
color set into homogenous color sub-partition. This
kind of color clustering task can be widely used for a
variety of applications, for example, color image
segmentation. The difficulties of this research include
not only the lack of correct color model which can
describe the uncertain characteristics of color, but
also the lack of efficient clustering algorithm which
can deal with the vague color data.

In order to effectively partition the color data set,
fuzzy cluster analysis technique would be the best
choice due to the ability of dealing with color
uncertainty. But most of previous fuzzy clustering
algorithms have been designed for crisp pattern data,
thus we need to develop a new algorithm that can
tackle the fuzzy data clustering. We applied the fuzzy
color model to devise a new approach in fuzzy
clustering algorithm{3]. Color is a qualitative feature
and we have to make a soft decision in color
clustering activity. Thus each color cluster set is
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prototyped by color centroid value that is represented
by fuzzy color ball. By minimizing the defined
evaluation criteria, we could obtain the sub-optimal
convergence in an iterative color clustering.

Il. Research Background

2.1 Cluster Analysis for Color Data

Data clustering, often called cluster analysis,
organizes a collection of data patterns which is
usually represented as a vector of measurements or a
point in a multidimensional space into clusters based
on a kind of similarity measure{4]. The clustering
task classifies a given collection of unlabeled data
into homogeneous groups without any labeled
patterns. Most of clustering researches to deal with
color data have handled the color as a general crisp
element without the consideration of uncertainty and
vagueness. Thus popular clustering algorithms with a
conventional color, e.g. RGB color, represented in
crisp color space have been just used.

The practical techniques for cluster analysis are K-
Means clustering or FCM clustering for RGB color
representation. With these approaches, however, we
cannot handle the color uncertainty problem. Yang
and Liu recently proposed a class of fuzzy c-numbers
clustering procedures for fuzzy data where high
dimensional fuzzy vector data are handled[5]. But the
fuzzy data with conical fuzzy vector is somewhat
theoretical and is not suitable for color representation.
Thus we developed an effective fuzzy clustering
algorithm for color data with the help of the fuzzy



Proceedings of KFIS 2002 Spring Conference, 2002. 5. 25

color model that can explain the color uncertainty and
relative color difference formula.

2.2 The Concept of Fuzzy Color Model

One of the major factors affecting color description is
that color depends on neighboring color stimuli in the
observer's visual field This color description can be
understood by computing perceived color difference
among given colors. The observer may judge the
color difference relatively and subjectively. This is
the reason none of the many color difference formula
that have been proposed in the literature over the past
several decades is considered as a sufficiently
adequate solution of the problem. Most of color
models including RGB and CIELAB have aimed at
the crisp color representation and color difference
formula. The simple use of the color representation
does not explain the similar perception and visual
confusion of certain colors.

In order to tackle these problems we proposed a
new color model based on fuzzy set theory[3]. Color
can be described as a membership degree to a
specific color, and the notion of color membership
resolves the vague boundaries between colors and
relative color acceptability. The fuzzy color, denoted
by & e C .is described with three dimensional ball-

type shape on CIELAB color space. The color ball
has two attributes: (1) center value that is the center
point of fuzzy color ball on CIELAB color coordinate
(2) IND means a just noticeable distance which is the
distance from the center to a boundary of a given
color. Figure 1 depicts the fuzzy color ball and its
membership function shape. For a given color
element x, the membership ,,_(x)of x to fuzzy color

¢ is obtained with the distance computation. The

fuzzy color has its own center value center; and IND
value jnd; that build three-dimensional ball-shaped
representation. If a color x is within JND distance it
strongly belongs to that color and has membership
degree 1.0. If color x is out of the range of JND, the
membership degree is relatively determined by
comparing with neighbor colors. The left and right
shape of fuzzy membership function is determined
based on the distance result between fuzzy colors.

Fuzy color ball C /7%,

Membership degree @ Color element (x)

color domain

T x

Fig 1. Fuzzy color ball and its membership shape
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Fig 2. Membership computation among fuzzy colors

With the distance computation measures, we defined
a formal fuzzy color model. In this paper, we omit the
detailed definition of fuzzy color ball. The below
equation shows the color membership computation
method to a specific fuzzy color.

1.0 if 6(Z,,%) < jnd,
pz (x) = {0.0 if 8@, x)< jnd i = 5y (1

@ - -t
g é’_(s,_x_) otherwise
i=l 5(C/: x)

where &function means the distance between a fuzzy
color and a color element. Figure 2 shows the
membership computation between two fuzzy colors.
In this case, color element x doesn’t belong to any
fuzzy colors and is located to in the middle of fuzzy
colors. The color membership degree to two fuzzy
colors are calculated with the above equation 1.

l1l. Proposed Fuzzy Clustering Method

3.1 Formulation of Color Clustering Problem

The goal of our research is to cluster the given color
data into homogeneous color groups. To accomplish
this, fuzzy clustering technique is selected as a major
algorithm approach because the major feature 'color’
of the data pattern has uncertain and vague properties.
Thus fuzzy approach has an advantage over the hard
clustering algorithms to handle these problems.

The following terms and notations are used to
describe the problem formulation. The given color
element data are x,,...,x, € X where each x; is a color
element represented as three dimensional Lab value
on CIELAB color space. The algorithm objective is
to cluster a collection of given color elements into ¢
homogeneous groups represented as fuzzy sets (F),
i=1,...,c) with similar color characteristics. The fuzzy
cluster set can be written as equation 2.

K= {(xl’lul",('xl))(XZ’/lF,(xl))”’ (x,,,,u,,«’ (x,,))}
=i:lul".(xf)/x,/'
=1

The collection of fuzzy cluster set is denoted by
F={F, F,.., F.}. Each fuzzy cluster is defined by its
centroid, denoted by ¢;, which is represented by the

@



Proceedings of KFIS 2002 Spring Conference, 2002. 5. 25

proposed fuzzy color model. The pattern matrix M
which is handled by clustering algorithm is
represented as a ¢ x n pattern matrix. An element p;
in matrix M means that a color element x; is classified
to a fuzzy cluster F;.

The equation 3 shows the evaluation function of
the proposed approach. The objective is to minimize
the evaluation function J(F) for a given pattern
matrix.

JE) =3 3 s, xplscen ) 3)

i=l j=1

where &c;x;) is the distance between the color
element x; and the centroid c; of the fuzzy cluster set
F;. The goal is to iteratively improve a sequence of
sets of fuzzy clusters F(1), F(2),.. until F| (¢) is found
such that no further improvement in J(F) is possible.
In general, the design of membership function and
centroid prototype are the most important problems.

3.2 Initialization of Cluster Analysis

Before we describe the detailed clustering algorithm,
we discuss how to obtain the initial partition of color
cluster set. In cluster analysis, initialization plays an
important role. According to the initial starting point,
the clustering algorithm might terminate at different
clustering results. There is no general agreement
about a good initialization scheme. Two most popular
initialization techniques are (1) using the first ¢
pattern data (2) using ¢ elements randomly from
pattern set. In this paper, we propose a novel initial
selection method based on the notion of fuzzy color.
It is simple and intuitive.

The basic idea is as follows. For a color element x;
€ X, we compute the matching degree to pre-defined
thirteen reference fuzzy colors which is denoted by cy,.
Reference fuzzy colors are selected from both the
major color family in Munseli color wheel (SR, 5YR,
5Y, .., 5P, and 5RP) and the L-axis components
(white, black, gray) of CIELAB color space. Figure 3
shows the overall initial selection process. Color
elements in pattern space is input value to the color
decision system, and the output is a list of fuzzy
colors where the fuzzy colors are sorted by the
maximum matching score. The first ¢ fuzzy colors
are chosen as the initial fuzzy cluster centroids.

Reference fuzzy colors
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Fig 3. Initial selection of fuzzy cluster centroid
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For a given color element x;, the matching score is
computed by considering the membership degree to
all reference fuzzy colors. Each reference fuzzy color
¢; € Cp has two additional attributes denoted by
winner(i)*™ and winner(i)*“™". The winner(i)*""
means how many color elements belong to the given
reference fuzzy color c;.

counter counter + -l

< winner ,; @)
ifpu (x;)zp, (x;)(Ve, € Cp)
After the classification decision process, we build a
sorted list of thirteen fuzzy colors according to their
winner(i)"" in a descending order. From the sorted
list we select the first ¢ (number of clusters) fuzzy
colors which have a larger matching counter than
other colors. We don't need to focus on the whole
thirteen colors in the list, only ¢ fuzzy colors are
enough for the candidates for cluster centroid.

winner ;

3.3 Fuzzy Clustering using Fuzzy Color

The previous fuzzy clustering algorithm including
FCM was designed only to deal with crisp data
element. This means they can be regarded as a fuzzy
clustering algorithm for crisp data. They did not
consider any mechanisms about how to handle fuzzy
data, especially color characteristics, even though the
fuzzy clustering methodology is very appropriate to
efficiently deal with the vague boundaries between
fuzzy color data. Cluster analysis can be explained in
the viewpoint of pattern matrix M. By updating the
pattern matrix iteratively in each sequence step,
clustering algorithm goes on the convergence
condition. The typical matrix M has a ¢ x n matrix
form, where each cluster centroids ¢; represent the
row attribute of M, and each data element x; stands
for the column of matrix. In this situation all color
data and cluster centroids have crisp representation,
hence the conventional approach has a limitation to
account for the uncertainty and vagueness in color
clustering.

We tried to represent the fuzziness and vagueness
resolution method into pattern matrix. Proposed
approach is to replace the typical point-prototype
crisp centroid with a new cluster centroid represented
by the fuzzy color. Figure 4 depicts the skeleton of
the proposed pattern matrix. The column of matrix
contains each color elements x;, and the row elements
represent the centroid ¢; of each fuzzy cluster F;
which is shown as three dimensional fuzzy color ball.
Fuzzy color centroid has its own center element and
IJND value that are a specific properties of a given
fuzzy cluster. This makes it possible to cope with the
clustering decision problem in the vague region
between neighbor fuzzy color clusters. With the
initialization step to obtain the initial fuzzy color
centroids ¢;, the membership computation of each
element 4( x;) in pattern matrix is carried out. The
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Fig 4. Membership update in pattern matrix

membership degree of color element x; to the fuzzy
cluster F; is computed by the relative distance
between neighbor fuzzy color centroids. After this
cluster initialization process, fuzzy color centroids
and the membership degrees of matrix elements are
iteratively updated until no improvements are found.

3.4 Skeleton of Proposed Algorithm

As mentioned .in earlier section, the objective is to
obtain the optimal partition F={F, F,.., F} for a
given color elements x,,...,x, € X and number of
clusters ¢ by minimizing the evaluation function J(F).
The algorithmic step can be described as followings:

Step 1. With a given pre-determined number of
clusters (c) and the color data elements (x,,...,x, € X),
run the proposed cluster initialization method to
obtain the candidates of fuzzy color centroids.

Step 2. Create the initial ¢ fuzzy color centroids,
ci(t),...~c.(t) where ¢ means the iteration step (initially
t=0) with the candidates obtained in Step 1. The
newly created fuzzy color centroid ¢; is defined as
follows:

‘ ¢, = (center ,, jnd )

element

center ; < winner ,
jnd, « jnd, st {k|Ve, € Cpon, S(c,,center O}
where S-function means the distance between a color
element and a fuzzy color, and C, represent the

universe of discourse of the predefined thirteen
reference fuzzy colors.

Step 3. Update the membership degree of fuzzy
cluster sets Fi(t+1) by the following procedure. For
each color element x;, compute as the foliowng.

1.0 if 8(c,.x,)< jnd
B, (3 +1)=40.0

-1
<, &(c;,x,;
L———'—-)- otherwise
i dles,x))

where the column sum constraint should be satisfied.

Step 4. Update the fuzzy color centroid ¢; of each
fuzzy cluster. The jnd; of each fuzzy color centroid ¢;
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if 6(c,,x;)< jnd, ,(i#k)

is updated in a similar way of step 2. The center;
value is computed by the following procedure.

W RCACES
center (t + 1) = =

PWER O
j=1

Step 5. If |Fi(t+1) - Fit)| < efor all F; € F, where ¢is
a small positive constant, then halt because it's
believed that algorithm has reached at convergence;
otherwise, t « t+1 and go to step 3.

IV. Conclusion

In this paper we discussed the color clustering
problem. To successfully partition the color pattern
data, we adopted the fuzzy color model that can
describe the vagueness of natural colors. With the
definition of three dimensional fuzzy color ball and

" inter-color distance measures, we could calculate the

color membership degree for a given arbitrary color
element. In order to effectively deal with color data in
clustering, we adopted a fuzzy cluster analysis.
Because the fuzzy clustering makes a soft decision in
each iteration through the use of membership
functions, it may be the best technique in processing
the fuzzy color data. We developed a new fuzzy
clustering algorithm with fuzzy color model. The key
idea was to exploit the fuzzy color centroids. Each
fuzzy color centroid can help to calculate the
membership degree of each color data.

As further works, we would like to study the
automatic determination of the number of clusters
and centroid initialization technique. sThe hardening
issue is also very important because it is closely
related to the defuzzification of fuzzy cluster sets.
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