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An adaptive nonlinear artificial dissipation model is presented for performing aeroacoustic computations by the high-order and high-resolution numerical schemes based on the central finite differences. An effective formalism of it is devised by combining a selective background smoothing term and a well-established nonlinear shock-capturing term, which is for the temporal accuracy as well as the numerical stability. A conservative form of the selective background smoothing term is presented to keep accurate phase speeds of the propagating nonlinear waves. The nonlinear shock-capturing term that has been modeled by the second-order derivative term is combined with it to improve the resolution of discontinuities and stabilize the strong nonlinear waves. It is shown that the improved artificial dissipation model with an adaptive control constant which is independent of problem types reproduces the correct profiles and speeds of nonlinear waves, suppresses numerical oscillations near discontinuity and avoids unnecessary damping on the smooth linear acoustic waves. The feasibility and performance of the adaptive nonlinear artificial dissipation model are investigated by the applications to actual computational aeroacoustics problems.

I. Introduction

The high-order and high-resolution numerical schemes based on the central finite differences [1-3] have been developed for computational aeroacoustics (CAA) so far and these are well adapted for the linear wave solutions. These are properly formulated to be less dissipative and dispersive than the other low-order standard schemes. These can reproduce the wave profile and speed accurately using less than several grid points per wavelength. On the other hand, it has been generally recognized that these are less suitable for the computation of nonlinear wave solutions, especially when discontinuities such as shocks or contact surfaces are present. Nonlinearity causes the wave profile of an acoustic pulse to steepen up and ultimately to form a shock. It was found that the nonlinear wave steepening process, when viewed in the wavenumber domain, corresponds to an energy cascade process whereby low wavenumber components are transferred to high wavenumber range [4]. When shocks are formed, it is known that these generally produce spurious spatial oscillations around them and in regions with steep gradients. These spurious oscillations are waves from the unresolved high wavenumber range generated by the nonlinear wave cascading process. If the high-order and high-resolution schemes based on the central differences are used for the nonlinear computation without an artificial dissipation model, the computed nonlinear wave profile remains accurate as long as the cascading process does not transfer wave components into the unresolved narrow band of high wavenumber range.

Several kinds of artificial dissipation models were developed so far for the purpose of obtaining numerical stability and efficient convergence features of numerical schemes based on the central differences [5-11]. These present good resolution characteristics near discontinuity of nonlinear waves but have a tendency to damp out the amplitude of linear waves seriously, because these were originally designed to suppress the low wavenumber components of a wave profile. Therefore these are not suited for the time-accurate numerical solutions of aeroacoustic problems that contain linear waves of very small amplitudes in the far field. Jameson [5], Pultian [6] and others [7-9] applied the nonlinear artificial dissipation model to the steady Euler computations, which was a blend of the second-order and fourth-order derivative term with the nonlinear switching coefficients. It has excellent shock-capturing properties and helps fast convergence to the steady state, but it leads to the unnecessary damping on the linear waves because it cannot distinguish the small-amplitude linear waves from the spurious numerical oscillations. The artificial selective damping model was introduced by Tam et al. [10, 11] to solve the nonlinear acoustic problems using the dispersion-relation-preserving scheme [12] which is a high-order and high-resolution solver based on the central differences. The artificial selective damping model has been used for time-dependent CAA solutions and not for the convergence to a steady-state solution. It was designed to damp out the spurious wave components effectively in the high wavenumber range unresolved by the finite difference scheme, while at the same time keeping the wave components in a wide band of the low wavenumber range unaffected. It is good for linear waves without unnecessary damping, however it lacks the shock-capturing properties to resolve the nonlinear discontinuity and is not able to remove the spurious oscillations sufficiently around the nonlinear waves.

In this paper, an improved formulation of artificial dissipation model is derived for CAA, which removes the spurious numerical oscillations produced by the nonlinear waves completely but does not have an effect on the linear waves. The artificial selective damping model and the nonlinear artificial dissipation model are combined for the numerical stability and temporal accuracy of CAA performed by the high-order and high-resolution central difference schemes. The artificial selective damping model is reformulated into a conservative form to maintain the correct phase speeds of nonlinear waves. The second-order de-
The unsteady compressible Euler equations in the conservative form are considered for the formulation of artificial dissipation models and their applications to actual computations in the present work. One-dimensional equations in Cartesian coordinates, quasi-one-dimensional and two-dimensional equations in the generalized coordinates are considered.

1-D Equations
The one-dimensional Euler equations in Cartesian coordinates are expressed in a flux vector form as
\[
\frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{E}}{\partial x} = 0
\] (1)
where \( \mathbf{Q} \) is the vector of conservative variables and \( \mathbf{E} \) is the inviscid flux vector. These vectors are given by
\[
\mathbf{Q} = [\rho, \rho u, \rho e, 0]', \quad \mathbf{E} = [\rho u, \rho u^2 + p, (\rho e + p)u, 0]',
\]
where the total internal energy \( e \) is defined as
\[
e = p/((\gamma - 1)p) + u^2/2.
\]

Quasi-1-D Equations
The quasi-one-dimensional Euler equations in the generalized coordinates are expressed in a flux vector form as
\[
\frac{\partial (A \mathbf{Q})}{\partial t} + \frac{\partial (A \mathbf{E})}{\partial \xi} - \mathbf{H} = 0
\] (2)
where \( \mathbf{Q} \) is the vector of conservative variables, \( \mathbf{E} \) is the inviscid flux vector and \( \mathbf{H} \) is the source vector in the generalized coordinate system. \( A = A(\xi) \) is the cross-sectional area. The superscript ‘\( \rightarrow \)’ denotes the functions in the generalized coordinates system. These vectors are given as
\[
\dot{Q} = Q/J, \quad \dot{E} = \xi_e E/J, \quad \dot{H} = \frac{dA}{d\xi} [0, p, 0]^T/J,
\]
where \( J \) is the transformation Jacobian and \( \xi_e \) is the transformation metric from the Cartesian to the generalized coordinates. In the one-dimensional case, \( J \) equals to \( \xi_e \).

2-D Equations
For a practical computation in a domain with complex geometry or boundaries, it is necessary to utilize the multi-dimensional equations that are transformed from a physical space with Cartesian coordinates to a computational space with the generalized coordinates. The two-dimensional Euler equations in the generalized coordinates are expressed in a flux vector form as
\[
\frac{\partial \mathbf{Q}}{\partial t} + \frac{\partial \mathbf{E}}{\partial \xi} + \frac{\partial \mathbf{E}}{\partial \eta} = 0
\] (3)
where the vector of conservative variables and the inviscid flux vectors are given as
\[
\dot{Q} = [\rho, \rho u, \rho v, \rho e, 0, 0]^T/J, \quad \dot{E} = [\rho u, \rho u^2 + p, \rho v^2 + \xi_{p, u}, (\rho e + p)u, 0, 0]^T/J, \quad \dot{F} = [\rho v, \rho v^2 + p, \rho u v + \xi_{p, v}, (\rho e + p)v, 0, 0]^T/J.
\]
The superscript ‘\( \leftarrow \)’ denotes the functions in the generalized coordinates system. \( J \) is the transformation Jacobian, \( \xi_{p, u} \), \( \xi_{p, v} \) and \( \eta \) are the transformation metrics from Cartesian to the generalized coordinates in two dimensions. The contravariant velocities \( U \) and \( V \) are expressed as
\[
U = \xi_e u + \xi_{p, u} v, \quad V = \eta u + \eta v.
\]
The total internal energy in two dimensions is defined as
\[
e = p/((\gamma - 1)p) + (u^2 + v^2)/2.
\]

III. Previous Artificial Dissipation Models
It has been shown that the artificial dissipation terms introduce an upwind correction to the central difference schemes, such as to remove non-physical effects arising from the central discretization of wave propagation phenomena. These effects arise mainly around the discontinuities, where a sudden change in the propagation direction of certain waves occurs. Due to its nature, the central discretization is not able to handle this discontinuous change and generates oscillations. Therefore, in the early stage, the artificial dissipation models had been developed to remove the spurious oscillations, which was for the robustness of stability and fast convergence of solutions in the steady-state aerodynamics sense. Recently, the focus of artificial dissipation model was changed to the accurate computations of unsteady aerodynamics in the near field and, especially, acoustics in the far field.

Nonlinear Artificial Dissipation Model
The artificial viscosity or artificial dissipation models have been developed so far for the purpose of achieving fast convergence to steady-state solutions without the unavoid-
able high-frequency oscillations around discontinuities. These additional terms should simulate the effects of the physical viscosity on the scale of the grid mesh locally around the discontinuities and be negligible, that is of an order equal or higher than the truncation error, in smooth regions [12]. Jameson et al. have employed the nonlinear artificial dissipation model which consists of the second-order and fourth-order derivative term with excellent shock-capturing properties. In this approach the fourth-order derivative term is switched off when the pressure gradient dominates. Consider an one-dimensional equation of fluid motion, i.e. compressible Euler equation discretized on a uniform grid mesh with spacing $\Delta x$. Suppose the dissipation term added to the right side of the Eq. (1), which consists of the values of a conservative variable in the finite difference stencil. At the $i$-th grid point, Euler equations with the nonlinear artificial dissipation term $D_i$ can be written as

$$\frac{\partial Q}{\partial t} + \frac{\partial E}{\partial x} = D_i,$$  \hspace{1cm} (4)

The artificial dissipation term, $D_i$ is represented by the difference of the numerical dissipation flux vector, $d_i$:

$$D_i = \begin{vmatrix} d_{i-1} - d_{i+1} \end{vmatrix} / \Delta x,$$

$$d_{i+1} = \lambda_{i+1} \begin{bmatrix} e_i^{(4)}(Q_{i+1} - Q_i) \\ -e_i^{(4)}(Q_{i-2} - 3Q_{i-1} + 3Q_i - Q_{i+1}) \end{bmatrix},$$ \hspace{1cm} (6)

Equation (5) and (6) express the combination of the second-order and fourth-order derivative term with local nonlinear dissipation functions and absolute eigenvalue. The absolute eigenvalue and its midpoint value are as follows:

$$|\lambda_i| = (\beta |\lambda| + \epsilon),$$ \hspace{1cm} (7)

$$|\lambda_{i+1} - |\lambda_i| + |\lambda|i + 1)/2,$$ \hspace{1cm} (8)

where $\beta$ is the flow velocity in $x$-direction and $c$ is the speed of sound. The nonlinear dissipation function $\phi^2$ is evaluated as follows:

$$\phi_i^{(2)} = \kappa(\lambda_p - 2\lambda_i + \lambda_{i+1})/(\lambda_{i+1} + 2\lambda_i + \lambda_{i+1}),$$ \hspace{1cm} (9)

$$\phi_i^{(2)} = \max \{0, e_i^{(4)}, e_i^{(4)}, e_i^{(4)}\},$$ \hspace{1cm} (10)

where $\kappa$ is an adjustable constant and $p$ is the pressure. The pressure term in $\phi^2$ is generally of second order, except in regions of strong pressure gradients, where it reduces to first order or becomes of the order of one. Hence, around shocks, the $\phi^2$ term is dominating. This did not appear to be sufficient to avoid completely some small oscillations, of the order of one per cent in density variation, preventing the complete convergence to the steady state. These oscillations were removed by introducing the fourth-order derivative term, providing some background dissipation through the domain, but led to the reappearing of overshoots around the shock waves. Therefore, the background dissipation is turned off when $\phi^2$ is large and one defines

$$\phi_i^{(4)} = \max \{0, (\kappa^{(4)} - \phi_i^{(4)})\},$$ \hspace{1cm} (11)

where $\kappa^{(4)}$ is an adjustable constant. The typical values of $\kappa^{(4)} = 1/2$ and $\kappa^{(4)} = 1/100$ suggested by Jameson et al. are used for the optimal results in the present computations. This model has excellent shock-capturing features and gives sufficient numerical stability to the central difference schemes. However, it was not designed for the time-dependent solutions of aeroacoustic problems, the excessive dissipation occurs in the low wavenumber range and the linear acoustic waves might be suppressed seriously.

Artificial Selective Damping Model

To obtain a high-quality numerical solution, it is necessary to eliminate the spurious numerical wave components in the narrow band of high wavenumber range, while at the same time keeping the wave components in the wide band of low wavenumber range unaffected. This can be achieved by inserting the artificial selective damping terms that is introduced by Tam et al. in the finite difference equations. It is constructed in the seven-point stencil as suggested in Ref. 10 and 11, and it can be written here as

$$D_i = -\frac{\nu_s}{(\Delta x)^2} \sum_{j=-3}^{3} a_{j} Q_{i+j},$$ \hspace{1cm} (12)

where $\nu_s$ is an variable artificial viscosity to determine the magnitude of damping and $a_{j}$'s are the damping coefficients. The damping coefficients $a_{j}$'s are determined by the Fourier analysis in the wavenumber domain. By choosing the coefficients properly, it can be possible to make the damping occur only in the narrow band of high wavenumber range and the way to optimize them is represented precisely in Ref. 2, 10 and 11. The authors suggest these coefficients as follows:

$$u_0 = 0.3748765149154926,$$

$$u_1 = 0.235529570360909,$$

$$u_2 = 0.08756174254225375,$$

$$u_3 = -0.01447042896399913.$$  \hspace{1cm} (13)

The variable artificial viscosity was defined as

$$\nu_s = u_{n}^{\text{select}} \Delta x / \gamma_0,$$ \hspace{1cm} (14)

where the stencil velocity is given as

$$u_{n}^{\text{select}} = \max \{u_{n-1}^{\text{select}} \ldots \min \{u_{n+1}^{\text{select}} \ldots \} \}.$$ \hspace{1cm} (15)

Then the artificial selective damping term is rewritten as

$$D_i = -\frac{u_{n}^{\text{select}}}{Re_{a}\Delta x} \sum_{j=-3}^{3} a_{j} Q_{i+j}.$$ \hspace{1cm} (16)

The stochastic velocity is for measuring the velocity gradient or shock strength in the seven-point stencil and $Re_a$ is an artificial Reynolds number to control the overall magnitude of damping. The typical value of $Re_a = 0.05$ suggested by Tam et al. is used for the optimal results in the present computations. The stencil velocity defined in Eq. (14) is a function of space, whose value varies with the grid points. It is not contained in the difference operator as shown in Eq. (15), thus it produces a non-conservative feature of the artificial selective damping model. It makes some error in the phase speeds of the propagating nonlinear waves. The artificial selective damping model is good for suppressing the undesirable spurious oscillations in entire computational domain. However, it cannot help generating unavoidable oscillations locally when it meets a strong discontinuity, because it has no shock-capturing term to be switched on in such a case. The amplitude of these oscillations does not seem so high but, in many cases, these can result in a serious problem to be handled carefully.
IV. Adaptive Nonlinear Artificial Dissipation (ANAD) Model

The classical artificial dissipation consists of the second-order and fourth-order derivative term in conservative form. The former is for shock-capturing feature and the latter is for background smoothing effect. But the effect of the background smoothing term is so excessive that it may damp out the linear acoustic waves seriously and it is not proper for CAA. On the other hand, the artificial selective damping model lacks a stability to capture a high discontinuity generated from a strong nonlinear wave and still produces numerical oscillations near the discontinuity. It was proposed in a non-conservative form so it may have some error in reproducing the phase speeds of nonlinear waves if it is used in the original form. In this paper, a revised formulation of the artificial selective damping term in conservative form is presented. Then, it is desirable to combine the shock-capturing term and the artificial selective damping term as the background smoothing term. In this paper, this combination supported by an adaptive control constant and nonlinear switching functions is proposed as an adaptive nonlinear artificial dissipation (ANAD) model.

Conservative Form of Background Smoothing Term

It is required to confine the variable that is a space function within the difference operator so as to construct a conservative formulation. In Eq. (15), the stencil velocity is out of the damping operator and the formulation is not conservative yet. Therefore the damping operator should be changed into a difference operator of two split damping flux terms and each flux term should include the stencil velocity. Then the background smoothing term is represented in the conservative form as

\[ D_i = \left[ d_{i+\frac{1}{2}} - d_{i-\frac{1}{2}} \right] / \Delta x \]

(16)

and the damping flux vector, \( \mathbf{d} \), is given as

\[ d_{i+\frac{1}{2}} = C_{i+\frac{1}{2}} \sum_{n=2}^{3} a_n Q_{i+n} \]

(17)

where the \( C_{i+\frac{1}{2}} \) is a controlling function of dissipation magnitude at the interface of adjacent cells. It is given as \( C_{i+\frac{1}{2}} = -\delta^{\text{stencil}} / R_e \) for Tam et al.'s model described in Eq. (15), and it is changed to an improved form for ANAD model in this paper as will be shown in the next subsection. The equation (16) is of the flux difference form and all the space functions are confined within the difference operator, i.e. the conservative form is achieved. The damping coefficients \( a_n \)'s are determined by some arithmetic relations matching with the coefficients \( a_n \)'s in Eq. (15). The matching condition makes Eq. (16) equal to Eq. (15) when the stencil velocity is not a variable locally, and it is represented as

\[ \sum_{n=2}^{3} b_n Q_{i+n} - \sum_{n=2}^{3} b_n Q_{i-n} = \sum_{n=2}^{3} a_n Q_{i+n} \]

(18)

The equation (18) should be satisfied independently of the location or the index \( i \) of the grid points. In this course, the following relation is derived for the determination of the new damping coefficients:

\[ b_n = \frac{1}{2} \sum_{m=\pm 1} a_m \quad (m = -2, \cdots, 3) \]

(19)

then the coefficients are obtained as follows:

\[ b_1 = b_2 = -0.1624382574577465, \]
\[ b_3 = 0.07309131357825455, \]
\[ b_4 = b_5 = -0.0147042896399915. \]

Using the above coefficients, the conservative formulation of the artificial selective damping model is achieved, which is used as the background smoothing term in the present paper. The effect of conservative formulation is compared with that of non-conservative one, by their application to actual computations in Section V.

1-D Formulation of ANAD Model

The ANAD model is presented by combining the shock-capturing term in Eq. (6) and the background smoothing term in Eq. (17) with modified nonlinear dissipation functions. One-dimensional formalism of ANAD model is suggested in Cartesian coordinates. Consider the dissipation term \( D_i \) included in Eq. (1) at the \( i \)-th grid point as expressed in Eq. (4), where the dissipation term is represented in the conservative form as

\[ D_i = \left[ d_{i+\frac{1}{2}} - d_{i-\frac{1}{2}} \right] / \Delta x \]

(20)

which is the same as Eq. (5), then the numerical dissipation flux vector is revised in this paper as

\[ d_{i+\frac{1}{2}} = |\lambda_i|^{\text{stencil}} \left[ \frac{\epsilon^{(i)}_{i+\frac{1}{2}} (Q_i - Q_{i-1}) - \epsilon^{(i)}_{i+\frac{1}{2}} \sum_{m=2}^{3} b_m Q_{i+m} }{\Delta x} \right] \]

(21)

Equation (20) and (21) express the combination of the second-order and the fourth-order derivative term with the local nonlinear dissipation functions and the stencil eigenvalue. The stencil eigenvalue is evaluated on the midpoint just like the stencil velocity in Eq. (18) and it is used as the shock or discontinuity detector measuring the slope or gradient of primitive variables. It is represented as

\[ |\lambda_i|_{i+n} = \max \left( \frac{1}{|\epsilon^{(i)}_{i+n}|}, \frac{1}{\min \left( \epsilon^{(i)}_{i+n} \right)} \right) \]

(22)

where the absolute eigenvalue is defined in Eq. (7). The nonlinear dissipation functions, \( \epsilon^{(i)} \) and \( \epsilon^{(i)}_{i+n} \) in Eq. (21) determine magnitudes of the second-order dissipation and the fourth-order dissipation according to the change of pressure gradient. In regions of strong discontinuity, the second-order dissipation, i.e. the shock-capturing term dominates and the fourth-order one is turned off. Out of the region, the second-order one becomes very small value and the fourth-order one, i.e. the background smoothing term governs the dissipation. The nonlinear dissipation functions are suggested in this paper as

\[ \epsilon^{(i)}_{i+n} = \frac{3}{2} \sum_{m=2}^{3} a_m Q_{i+n+m}, \]

(23)

\[ \epsilon^{(i)}_{i+n} = \max \left( 0, \left( \kappa - |\epsilon^{(i)}_{i+n}| \right) \right), \]

(24)

where the shock detector, \( \nu \) is given as

\[ \nu = \frac{\rho_{i+1} - 2 \rho_{i+1} + \rho_{i+1}}{\rho_{i+1} + 2 \rho_{i+1} + \rho_{i+1}} \]

(25)

Equation (23) is extended from Eq. (10) for the purpose of having an effect on the wide stencil of high-order and high-resolution schemes in the present paper. The adaptive control constant, \( \kappa \) is devised in this paper to determine the
magnitude of dissipation level in entire domain and this is automatically adjusted according to the flow conditions or problem types. The adaptive control constant is evaluated as

$$\kappa = \left[ \frac{\alpha + 1}{\alpha - 1} \tan \left( \frac{\pi}{2} \right) \right]^{\gamma / \sigma^2}, \quad \sigma = \frac{p^{\text{max}}}{p^{\text{min}}}, \quad \alpha = \left| A^{\text{max}} \right| / \left| A^{\text{min}} \right|$$

(25)

where the superscripts, ‘max’ and ‘min’ imply the maximum and minimum value of the variable along a grid line, respectively, which are expressed as

$$f^{\text{max}} \bigg|_{i} = \max_{i} f_{i}, \quad f^{\text{min}} \bigg|_{i} = \min_{i} f_{i}.$$  

(26)

The adaptive control constant expressed in Eq. (25) is newly suggested in this paper for effective applications of the quasi one-dimensional Cartesian dissipation model to various CAA problems in one-dimensional Cartesian coordinates, which can be used for the linear and nonlinear waves at once. At each time step, the optimal value of the control constant is calculated automatically by the flow properties. One need not readjust the constant according to case-by-case nor waste additional computation time to find out an optimal value of it.

**Quasi-1-D Formulation of ANAD Model**

Quasi-one-dimensional formalism of ANAD model is suggested in the generalized coordinates. Consider the dissipation term added on the right-hand side of the quasi-one-dimensional Euler equations expressed by Eq. (2) at the th grid point:

$$\frac{\partial (\rho \mathbf{u})}{\partial t} + \frac{\partial (\rho \mathbf{u} \mathbf{u})}{\partial x} - \tilde{H}_{i} = \tilde{H}_{i}$$

(27)

where the dissipation term $\tilde{H}_{i}$ is given as

$$\tilde{H}_{i} = \left( A_{i,1} \tilde{H}_{i,1} - A_{i,0} \tilde{H}_{i,0} \right) / \Delta_{i}.$$  

(28)

Then the numerical dissipation flux vector in the generalized coordinates is given in this paper as

$$\tilde{d}_{x,i} = \left[ |A_{t}| \left( Q_{i} - Q_{i+1} \right) - \varepsilon_{x,i} \sum_{m=2}^{n} \delta_{m} \mathbf{Q}_{i,m} \right] / J_{x,i}.$$  

(29)

The cross-section area on the midpoint in Eq. (28) and the transformation Jacobian on the midpoint in Eq. (29) are evaluated just by the arithmetic averages of their values on the adjacent two grid points as

$$A_{i} = (A_{i,0} + A_{i,1}) / 2, \quad J_{x,i} = (J_{x,i} + J_{x,i+1}) / 2.$$  

The stencil eigenvalue, $|A_{t}|$, is evaluated also by Eq. (22) in this case, where the absolute eigenvalue, $|A_{t}|$, is defined differently compared with Eq. (7) in the generalized coordinates as

$$|A_{t}| = \left( |A_{x}| + c \right) |\tilde{A}_{i}|.$$  

The nonlinear dissipation functions, $\varepsilon_{x,i}^{(0)}$, $\varepsilon_{x,i}^{(1)}$, $\varepsilon_{x,i}^{(2)}$, and the shock detector, $\nu$, are the same as those of one-dimensional case expressed above. The adaptive control constant in the generalized coordinates is also devised in this paper as

$$\kappa = \left[ 1 + \left( \sigma - 1 \right) \tan \left( \frac{\pi}{2} \right) \right]^{\gamma / \sigma^2}, \quad \sigma = \frac{p^{\text{max}}}{p^{\text{min}}}, \quad \alpha = \frac{|A^{\text{max}}|}{|A^{\text{min}}|}, \quad \beta = \frac{(\alpha + \beta)}{(2+\beta)},$$

$$\tilde{\alpha} = \frac{\alpha + 1}{\alpha - 1} \tan \left( \beta - 1 \right), \quad \tilde{\beta} = \frac{\beta + 1}{\beta - 1} \tan \left( \beta - 1 \right).$$

where the meanings of the superscripts, ‘max’ and ‘min’, are explained by Eq. (26). The adaptive control constant expressed in Eq. (30) is for one-dimensional generalized coordinate.

2-D Formulation of ANAD Model

For a practical computation in a domain with complex geometry of boundaries, it is necessary to utilize the multi-dimensional equations that are transformed from a physical space with Cartesian coordinates to a computational space with the generalized coordinates. Two-dimensional formalism of ANAD model is suggested in the generalized coordinates. Consider the dissipation model added on the right-hand side of the two-dimensional Euler equations expressed by Eq. (3), where the dissipation model is divided into two terms in the $\phi$-direction and $\eta$-direction. The equations with the two ANAD terms are written at the (i,j)-th grid point as

$$\frac{\partial \tilde{d}_{i}^{\phi}}{\partial \eta_{i,j}} + \frac{\partial \tilde{d}_{i}^{\eta}}{\partial \eta_{i,j}} + \frac{\partial \tilde{d}_{i}^{\phi}}{\partial \eta_{i,j}} = \tilde{d}_{i}^{\phi} + \tilde{d}_{i}^{\eta}.$$  

(31)

where $\tilde{d}_{i}^{\phi,j}$ is the dissipation term in the $\phi$-direction and $\tilde{d}_{i}^{\eta,j}$ is that in the $\eta$-direction. The ANAD term in the $\phi$ direction is represented in the finite difference form as

$$\tilde{d}_{i}^{\phi,j} = \left( \tilde{d}_{i}^{\phi,j} - \tilde{d}_{i-1}^{\phi,j} \right) / \Delta_{\phi}.$$  

(32)

where the numerical dissipation flux is

$$\tilde{d}_{i}^{\phi,j} = \left[ |A_{t}^{(\text{phi})}| \left( Q_{i,j}^{(\text{phi})} - Q_{i,j+1}^{(\text{phi})} \right) - \varepsilon_{x,i}^{(1)} \sum_{m=2}^{n} \delta_{m} \mathbf{Q}_{i,m,j} \right] / J_{x,i}.$$  

(33)

The two-dimensional stencil eigenvalue is defined as

$$|A_{t}^{(\text{phi})}| = \left( |A_{t}^{(\text{phi})}| + c \right) |\tilde{A}_{i,j}|.$$  

The two-dimensional absolute eigenvalue is expressed in the generalized coordinates as

$$|A_{t}^{(\text{phi})}| = \left( |A_{t}^{(\text{phi})}| + c \right) |\tilde{A}_{i,j}|.$$  

The two-dimensional transformation Jacobian on the midpoint in Eq. (33) is evaluated just by the arithmetic averages of their values on the adjacent two grid points as

$$J_{x,i} = (J_{x,i} + J_{x,i+1}) / 2.$$  

The nonlinear dissipation functions and the shock detector in this case are the same as those of the one-dimensional or the quasi-one-dimensional case but expressed in the two-dimensional notations as follows:

$$\varepsilon_{x,i}^{(1)} = \kappa \max_{m=2} \varepsilon_{x,m}^{(1)}, \quad \varepsilon_{x,i}^{(2)} = \max \left( \varepsilon_{1}^{(2)} \right),$$

$$\nu_{i,j} = \left| p_{i,j} - p_{i+1,j} \right| / \left( p_{i+1,j} + p_{i,j} + p_{i+1,j} \right).$$

The adaptive control constant in this case is the same as that of the quasi-one-dimensional case in the generalized coordinates but expressed in the two-dimensional notations as
Numerical Schemes and Boundary Conditions

The higher-order and high-resolution numerical methods developed for CA are used in the present computations. The ADI method with 4th order compact schemes is used, which is derived from the ADI method with 2nd order compact schemes [13]. This scheme has been shown to be stable and efficient. The high-resolution scheme is used in the evaluation of spatial derivatives. The classical flux limiter is used for space-time discretization. The numerical results show that the ADI model can be used for the efficient simulations of shock and wave propagation in two-dimensional homogeneous media. The accuracy of the ADI model is also verified by comparing it with the exact solution of the linear advection equation.

V. Application to Computation and Validation

In this section, the ADI model is used to simulate the shock and wave propagation in a two-dimensional homogeneous medium. The results are compared with the exact solution of the linear advection equation. The accuracy of the ADI model is also verified by comparing it with the exact solution of the linear advection equation. The results show that the ADI model is capable of accurately simulating shock and wave propagation in a two-dimensional homogeneous medium.

1D Computation

The one-dimensional computations are carried out using the ADI model. The results are compared with the exact solution of the linear advection equation. The accuracy of the ADI model is also verified by comparing it with the exact solution of the linear advection equation. The results show that the ADI model is capable of accurately simulating shock and wave propagation in a one-dimensional homogeneous medium.
produced correctly in comparison with analytic solutions, while Jameson et al.'s model makes serious damping on the contact discontinuity and Tam et al.'s model lacks the shock capturing feature, produces spurious oscillations near the shock and makes some error of the nonlinear shock speed. The ANAD model is superior to the other previous artificial dissipation models in all cases. By the results, it is concluded that the ANAD model developed in this paper can be used accurately and effectively for unsteady CAA.

Fig. 2. Computation of shock-tube simulation (density profile) by: (a) Jameson et al.'s model, (b) Tam et al.'s model, and (c) ANAD model.

Quasi-1-D Computation
For quasi-one-dimensional transonic nozzle computations, the Problem 2 in Category 1 in the Third CAA Workshop on Benchmark Problems [16] is solved in the present study. This problem is to simulate the shock-sound interactions in a transonic nozzle. The schematic diagram of the problem is illustrated in Fig. 3. All quantities are nondimensionalized using the upstream values: length scale = \( D_{\text{exit}} \), density scale = \( \rho_{\text{exit}} \), velocity scale = \( \omega_{\text{exit}} \), pressure scale = \( \rho_{\text{exit}} c_{\text{exit}}^{2} \), and time scale = \( D_{\text{exit}} / c_{\text{exit}} \), where \( D \) is the nozzle height and \( c \) is the speed of sound. The domain is -10 < \( x < 10 \), and the area of the nozzle is given by Eq. (35). At the inflow boundary, the inlet Mach number is \( M_{\text{inlet}} = 0.2005633 \) and the magnitudes of acoustic perturbations are equally \( \varepsilon = 1 \times 10^{-5} \) times of the inlet density, pressure and velocity, respectively. The frequency of perturbations is \( \omega = 0.6\pi \). The mean pressure is set at the outflow boundary to create shock: \( p_{\text{exit}} = 0.6071752 p_{\text{inlet}} \).

\[
A(x) = \begin{cases} 
0.536572 - 0.198086 \exp[-(\ln(2/10(x/0.6)))] & x > 0 \\
1.0 - 0.661514 \exp[-(\ln(2/10(x/0.6)))] & x < 0
\end{cases}
\]  

(35)

Fig. 3. Schematic diagram for computations of shock-sound interaction in a transonic nozzle.

For the quasi-one-dimensional computations, the equations (2) are solved. The ANAD model is used to capture the shock, remove the spurious oscillations and guide to the steady mean solutions without damping on the acoustic waves. The numbers of grid points used are 251 and the grids are clustered near the nozzle throat. The time step used is determined by CFL condition with Courant number of 0.9. The convergence criterion for steady state is that the maximum value of the residual defined as \( |\rho^{(n+1)} - \rho^{(n)}| / \rho^{(n)} \) is below 1x10^{-5} which is the order of machine error. After the steady state is reached, the acoustic perturbation starts at the inlet plane, and the periodic oscillatory state with constant magnitudes is achieved during 25 wavelets are produced.

The steady mean solutions are represented in Fig. 4, where it is shown that the numerical solutions are in good agreement with the analytic solutions. The distribution of pressure perturbations \( (p(x) - \bar{p}(x)) \) at a start of the period of inlet perturbation are expressed in Fig. 5, where the interference between incident and reflected waves at the upstream region, the shock-sound interaction at the throat, and the transmitted waves at the downstream region are shown well. The exit pressure signal through one period is represented in Fig. 6. The results in Fig. 5 and 6 are also in good agreement with the analytic solutions that are provided by the committee of Third CAA Workshop on Benchmark Problems [16]. By the results, it is concluded that the ANAD model developed in this paper can be used accurately and effectively for unsteady CAA with the high-order and high-resolution schemes.
direction and 25 in y-direction (251×25), where the distribution of x-directional grid points are the same as that of the quasi-one-dimensional computation. The Courant number and the convergence criterion for steady state are also the same as those of the quasi-one-dimensional computation. After the steady state is reached, the acoustic perturbation starts at the inlet plane, and the periodic oscillatory state with constant magnitude is achieved during 25 wavelets are produced, just like the quasi-one-dimensional case.

The grid meshes are represented in Fig. 7. The contours of steady mean solutions are represented in Fig. 8. The steady mean solutions on the nozzle centerline (y = 0) are represented in Fig. 9, where it is shown that the numerical solutions are in good agreement with the analytic solutions, just as the quasi-one-dimensional results. The distribution of pressure perturbations (p(x)−p̄(x)) on the nozzle centerline (y = 0) at a start of the period of inlet perturbation is expressed in Fig. 10, which shows no difference from the quasi-one-dimensional result of Fig. 5.

Fig. 7. Grid mesh system for two-dimensional transonic nozzle computation: entire view and zoomed view.

2-D Computation
The same problem in the previous subsection is solved in two dimensions, which is more realistic, for the validation of multi-dimensional ANAD model. For the two-dimensional transonic nozzle computations, the equations (3) are solved. The numbers of grid points used are 251 in x-
Fig. 9. Steady mean solutions compared with analytic solutions in two-dimensional transonic nozzle.

Fig. 10. Distribution of pressure perturbations at a start of the period of inlet perturbation in two-dimensional transonic nozzle.

Fig. 11. Exit pressure perturbation signal through one period in two-dimensional transonic nozzle.

The exit pressure signal at the center \((y = 0)\) through one period is represented in Fig. 11, which is also the same as that of quasi-one-dimensional result of Fig. 6. Therefore, it is concluded that the ANAD model developed in this paper can be used accurately and effectively for the multidimensional unsteady CAA with the high-order and high-resolution schemes.

VI. Conclusions

Adaptive nonlinear artificial dissipation (ANAD) model is presented for the numerical stability and convergence of CAA with high-order and high-resolution schemes. The ANAD model has effective shock-capturing features with excellent background smoothing but it scarcely dissipates the linear acoustic waves. It has the adaptive control constant to determine the optimum value of overall dissipation magnitude automatically according to the problem types and flow conditions, so it is not needed anymore to waste additional time for trial and error in searching proper value of the constant. The one-, quasi-one- and two-dimensional formulations of the ANAD model are successfully accomplished and their applications to the actual Euler computations of benchmarking problems provide the high-quality nonlinear shock and linear acoustic wave solutions.
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