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ABSTRACT

In general, Rough Set theory is used for classification, inference, and decision analysis of

incomplete data by using approximation space concepts in information system. Information

system can include quantitative attribute values which have interval characteristics, or

incomplete data such as multiple or unknown(missing) data. These incomplete data cause

the inconsistency in information system and decrease the classification ability in system

using Rough Sets.

In this paper, we present various types of incomplete data which may occur in information

system and propose INcomplete information Processing System(INiPS) which converts

incomplete information system into complete information system in using Rough Sets.

I . Introduction

Rough Set theory, introduced by Pawlak{6]
and discussed in greater detail in [7, 8] is a
technique for dealing with uncertainty and for
identifying cause effect relationships in
information system. Rough Set theory is used
for classification and inference of uncertain data
in information system by using indiscernibility

relation and approximation concepts. But if

information system includes incomplete
information such as quantitative attribute
values, multiple attribute wvalues and null

values, it will decrease the classification
ability of Rough Set and cause an error in
the result from the reasoning.

In this paper, we present various types of
incomplete information which may occur in
ASPA

information system and propose

(Approximation Space Partition Approach),
ORE(Object Relation Entropy), ARE(Attribute
Relation Entropy) and SAPA(Sub-Attribute
Partition Approach)
information.

in order to process

incomplete ASPA  converts

. quantitative attribute values into qualitative

attribute values. ORE and ARE substitutes
attribute
and inconsistent attribute values.
SAPA partitions multiple attribute values into
unitary attribute values and then, extends

similar attribute values for null
values

multiple attribute values to sub-attribute in

information system. And we  design
INcomplete information System Processor
(INiSP) to use these varlous types of
incomplete information processing methods
efficiently.

INiSP is made up of RC(Rough Classifier),
ASPM({Approximation Space Partition Module),
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EM(Entropy Module) and SAPM(Sub~Attribute
Partition Module). RC,
module of INiSP, performs interface function
between users or each module, analyzes and

a main processing

manages incomplete information system. And
ASPM, EM and SAPM convert incomplete
information into complete information according
to the control of RC.

II. Basic concepts of Rough Set
and Incomplete Information

2.1 Rough Set

Rough Set involve the following:

U is the universe, which cannot be empty.

E is the indiscernibility relation, or

equivalence relation.

A = (U, R), an ordered pair, is called

approximation space.

[xlr denotes the equivalence class of R
containing x, for any element x of U,
sets in A -
classes of K, definable set in A - any finite
union of elementary sets in A. Therefore, for
any given approximation space defined on

elementary the equivalence

some universe [V and having an equivalence
relation K imposed upon it, U is partitioned
into equivalence classes called elementary
sets which may be used to define other sets
in A.

Given that X &<
terms of the definable sets

U, X can be defined in
in A by the
following:

lower approximation of X in A is the set
R'X={xeUl|lxlz € X},

upper approximation of X in A is the set
RX={xeUllx]lx N X*0 }.

Another describe the set of

approxXimations is as follows;

way to

Given the upper and lower approximations
R'X and R.X. The boundary region of X is
BNr(X) = R'X - RX X is called
R-definable if and only if R'X = R.X

Otherwise, R'X # R.X and X is rough with
respect to R. ea(X) = |R.X| / |R°X]| called
the accuracy of approximation, where |x]|
denotes the cardinality of X. Obviously,
0< aalX)<1.

22 Incomplete Information

If we can’t deal with incomplete information
in application of real world as an expert
system precisely, we may not have an
efficient construction and depend

upon the results of inference. According to

system

this, studies for solving incomplete information
have heen continued in information system
using Rough Set[2, 4, 5, 10, 11].

Various types of incomplete information
which may occur in information system are
as follows:

(1) discretization of quantitative attributes,

(2) imprecise descriptors,

(3) unknown(missing) descriptors,

{4) multiple descriptors.

Incompleteness of type (1) is an essential
issue in information processing for the Rough
Set  analysis,  Attributes  creating  the
information system are divided, In general,
into qualitative and quantitative ones. An
original domain of a quantitative attribute is
usually a subset of a interval while the
domain of a gualitative attribute is a finite
set of qualitative terms, usually of a low
cardinality. In practice, values of quantitative
in the

Instead, prior to the

attributes are rarely directly used
Rough Set analysis.
analysis, they are interpreted in qualitative
terms, e.g. low, medium, high etc. So, the
original domain(interval) is divided into few
subintervals corresponding to the qualitative
terms. Bounds of these subintervals are
established according to norms, conventions,
traditions existing in the field of a given
application. It must be noticed, however, that
such a definition 18 more or less arbitrary
and may influence the results of the Rough
Set analysis.

Incompleteness of type (2) appears when
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instead of a precise value of a quantitative
attribute for a given object (ie. a single
descriptor) a subinterval of possible values is
For instance, the statement “the
temperature is between 35 ‘C and 40 °C”
may result from an imprecise measurement
of the attribute value.

Incompleteness of type (3) refers to an

known.

unknown(missing) value of the descriptor for
pair [object, attribute], so-called null value.
Incompleteness of type (4) occurs when
instead of a single value of a descriptor for
attribute],
attribute values is known(ie. the object is

pair [object, a finite set of

described by a multiple descriptor).

OI. Incomplete Information
Processing System

3.1 Incomplete Information Process
In this chapter, incomplete
information processing approach, that is
ASPA, ORE, ARE, and SAPA. These

methods are based upon Rough Set theory

we propose

and for constructing complete information
system in Fig. 1.
fuantitative,
unknown, multiple
ttribute value
incomplete _complete
information - information
system system

region

Fig. 1. efficient incomplete information

process
3.1.1 Approximation Space Partition
Approach (ASPA)
ASPA is a method which
quantitative attribute values into qualitative
attribute order to

incompleteness occurring when the value of
[object, attribute] is quantitative. For this, we

converts

values in remove

partition quantitative attribute values in
information system into sub-intervals
included in approximation space in Rough

Set. Each subinterval is substituted for ‘low,
medium, high’, etc. corresponding to the
qualitative linguistics terms
adapt range symbols to each linguistic term.

attribute
values, included in an approximation space in

and we can

Incompleteness of quantitative
Rough Set, exists in the duplicated boundary
region among classes. This boundary region
becomes indiscernibility region and the bound
of BRLF] in Fig. 2.

R(X) - BR[P]
BR[P]
R(Y) - BR[P]

4__.__’. H high 172
——————®»"medium”
. IIIOWH

Fig. 2. approximation space partition for
quantitative attribute values

A. Boundary Region Decision

ASPA generates the maximum or minimum
attribute values of objects included in the
upper approximations, and then decides the
duplicated boundary region among classes.
And the are by the
following definitions!

decision methods

[Definition 1] Consider the minimum or
maximum values, included in the upper
approximations R(X) and R(Y) of Set X
and Y, as LV(X), HV(X), LV(Y) and HV(Y).
that the boundary
classes exists, the maximum or minimum
values of BR[X] and BRI[Y], the boundary
of R(X) and R(Y), defines as

Given region among

follows:

BR[ Xy = minix | LV(X) <BR[x]<BR[X]nax, X#0},
BR[X)nax = max{x | BRIX]min S BRI <HV(X), X=0},
BR[Y]ma = min{x | LV(Y)<BRIx]<BR[Y]nax, Y70},
BR[Y]nex = maxix | BR[Y]<BRIx]<HV(Y), Y=0}.

L
[Definition 2] Boundary region BE[F] defines
by the following [Definition 1].

BR[P] = {x l B.H[})]min‘g Xk £-B-R[‘P]max} (2)

B. Subinterval Decision

Subinterval BERI[P], RS(X) and RS(Y),
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partitioned according to the upper
approximations of Set X and Y, is divided
into the following two cases, that is the case
of the boundary region BR[P] = 0 and the
case of the boundary region BR[P] = 0, and

then decided.

If BR[P] =0 then 3
RS(X) = {x | LV(X) < xx < HV(X)},
RS(Y) = {x | LV(Y) £ xx < HVI)}L

If BR[FP] = 0 then (4)
BR[YJuin < BRI X min < BR[Y Jnax<BE[X ]max
= BR[P] = {x | BRI XImin< xx <BR[Ynax),

RS(X) = {x | BR[Y]nx< xx <HV(X)},
RS(Y) = {x | LVIY)< xx <BR[X]mi),
BR[Xmin < BRY Jin € BRI X Imax < BR[Y ] nax
= BR[P] = {x | BR[Y]un< xx <BR[Xlnax},
RS(X) = {x | LV(X)< xx <BR[Y]min),
RS(Y) = {x | BR[XInax< xx <HV(Y)},
BRIY Imin < BRI X Imin € BR[ X Imax < BR[YJmax
= BRI[P] = {x | BRIXIuin< xx < BR[X]max},
RS(X) = {x| LVIE xx <BR[X]unin},
RS(Y) = {x | BR[XJnax< x =HV(Y)},
BR[X1in<BR[YImin < BR[Y Imax {BR[X]max
= BRIP] = {x | BR[Y]mn< xx =BR[Ylmal,
RS(X) = {x | LV(X)< xx <BR[Y]unin),
RS(Y) = {x | BR[YInax< xx <HV(X)}.

If we give range symbols to subinterval
RS(X), BRLF], RS(Y)  partitioned
according to this procedure, conversion as

and

qualitative attribute values for quantitative
attribute values is completed.

3.1.2 Object Relation Entropy and Attribute
Relation Entropy
A. Object Relation Entropy
ORE is used when an unknown(missing)
value or condition attribute value of a
decision attribute is identical, but a decision
attribute value differs.

[Definition 3] ORE Eo(xt) for object x€U
defines as follows:

Eo(x) = —Z (p{R) [P;logs(PYl. (B

m In case that the decision attribute value
ad(x:) of (x;, d) is null, or condition attribute
identical but decision attribute
differ, the substituted
attribute values, by using formula (5), are

values are

values decision

decided as follows:

D We get Eolx') ~ Eo(x/") by adapting
possible attribute values (except null or

identical attribute values in auslx1) =~
adlx1)) to aalx;) one by one. In this,
Eolx!) ~ Eox/™ becomes ORE

calculated in terms of decision attribute
values applicable to null values.

® we substitute a null value or imprecision
value of au(xy) for a decision attribute
value applied to Eolx) =
Eolx?), =, Eolx! D).

min{ Eo(x:),

B. Attribute Relation Entropy

ARE, which revised formula (5), is used
when a condition attribute value is null, or
attribute  value is

priority of multiple

calculated.

[Definition 4] ARE Ea(x) for the object x €
U of Rough Set defines as follows:

Ex(x) = (p[(R) [P;log,(P)]. (6)

m In case that a condition attribute value
acx;) of (x;, Ar) is null value, the substituted
attribute value, by using formula (6), is
decided as follows:

@D we get Ealx') ~ Ealxi") by adapting the
possible values of the condition attribute
Ar (except null or attribute
values in ax(x1) ~ alx-0)) to arlx) one by
one. In this, Ealx’) ~ Ealx!") becomes
ARE caiculated
attribute values applicable to null values.

identical

in terms of condition

@ we substitute a null value of ax(x) for a
condition attribute value applied to Eal(x)
= min{Ea(x), Ealx®), -, Ealx”™).

3.1.3 Subatiribute Partition Approach
SAPA is a method for converting multiple
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attribute values
sub-attributes of Single attribute values, and

in information system into

then extends multiple attribute values to the
attribute item in information system.

m Consider a condition attribute € = A and
object x; € Ul =1, -5 k; k is the number of
whole objects existing in information system)
in information system IS = {U, A4, V} Given
that [object, attribute], which denotes a
condition attribute p: € C (1 <{ =m; n is the
number of whole condition attributes in
information system), is MDes(q, p:) = {vi:w
€ V), information system IS is generalized
as follows:

SMDQSZ{ U, A, V, MDQS(X[_ ﬁ;) } (N

[Definition 5] Single Sub-attribute Des(x, pi),
subdivided from an attribute value vi of a
multiple condition attribute MDes(x, pi),
defines by the following:

Des(xi, p!) = vl. (&

® In case that the condition attribute value

of (x, p) is the multiple attribute value, it is

dealt as follows:

@ In case that multiple attribute values of
(x, i) null, we
remove
using an ASPA or ARE in advance.

@ As a result of analyzing multiple attribute

of MDes(x;, p:;), we partition

attributes which have the higher relation
into sub-attribute unit without calculating

are quantitative or
incomplete attribute values by

values

priority when multiple attribute values are

divided by different attributes
precisely or have the higher relation
among attribute values.

® For the multiple attribute value vi of (x,
p), we calculate priority in terms of ARE

not

and decide priority of multiple attribute
values, beginning with the low entropy of
attribute values in order.

@ we subdivide the multiple attribute value
v/, whose priority is decided, priority, into
sub-attribute according to formula (8),

provided we adapt from the sub-attribute
values which have the high priority in
fum.

® Given that v/ is null, we deal with 'don’t

r

care .

3.2 Design of the INcomplete information
Processing System(INiSP)

After  all
information

classifying  information in
system or creating
rules, Incompleteness still remains with the
don't
incompleteness of information itself. In this
chapter we propose INiPS, using ASPA, ORE,
ARE and SAPA presented in above chapter,
to remove various incompleteness occurring

inference

results as long as we remove

in information system using Rough Set.

The structure of INIPS, an  unitary
incomplete information processing system
converts  incomplete  information
into complete

follows Fig. 3.

which

system information systemn,

INIPS

Fig. 3. Structure of INiPS

Main functions of INiPS components are as
follows:
@ RC(Rough Classifier) is a main processing

module of INIPS, performs interface
function between users or each module
and manages information system;

Likewise, it analyzes types of attribute
and incomplete in incomplete information
system and classifies an approximation
space.

@ ASPM(Approximation Space Partition Module)
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converts, by using ASPA, quantitative
attribute values in incomplete information
system into qualitative attribute values.

@ EM(Entropy Module) substitutes, by using
ORE and ARE, null attribute values or
inconsistency attribute values in incomplete
information system for similar attribute
values and calculate priority of multiple
attribute values.

@ SAPM(Sub-Attribute Partition Module) extends
a decision table in information system to
sub-attribute according to priority of
multiple attribute values calculated in EM,

IV. Application Cases

In this study, through
application cases, about the processing
procedure and its results of RC, ASPS, EM,
or SAPM module of INiPS, proposed as

information processing methods,

chapter, we

incomplete
and induce inference rules.

Table 1. Car efficiency comparison table

Ula|b| c d e|flg | m
x1 0016 (1,130{2 10 1
X2 0016|1297 | 2|1 |1 1
x3 010 1 1100 111 ] 1 1
xt |01 0 790 0 2]1 2
x5 011 0 1068 | 0|11 1
X5 0111061137 |111]0 1
X7 110 0 A 0121 2
X8 110 1 698 (1] 11 2
Xg 010 1 120011 1|1 1
xp | 1|1 0 1023011 (1 2
xu |00 | 1t 950 | 211 |1 1
x2 | 00| 1t A 21110 1
xiz [ 1[0 0 103911 (2|1 1
X14 1|0 0 1038 |1 |21 2
xis (00 0 950 (1 ({211 2
X16 O 0 0,6 1,000 1 2 O A
1. Maker (a: A—'0', B—'1"),
2. fuel system (b: ECU—'0’, EFI—'1'),
3. engine (c: small—'0’, medium-"1",
6 cylinder—'6’, turbocharge—'t’),
4. weight (d),
5 power (e low—'0/, medium=+'1’, high—'2'),
6. compression ratio
(f: low—'0’, medium—'1', high—'2"),
7. transmitter (g: auto—'0’, manual—'1"),
8. mileage (m: medium—'1’, high—'2").

41 Cases of incomplete information

system

In application incomplete

methods

cases about

information  system  processing
proposed in this paper, we reconstruct and
use a car relation table, used in Hu[12], as in

car efficiency comparison in Table 1.

42 Incomplete information processing
of INiPS
Incomplete information processing of Table
1 follows the procedure of INiPS.

4.2.1. Incomplete information system
analysis
According to RC, we analyze information
of Table 1 and its results are as follows:

@ Object number: 16, {x1, x3, -, xis}.
® Attribute:
m condition attribute = {ab,c,def g}

m decision attribute {m}.
@ Attribute containing incomplete
information: {c}, {d}, {m}.
m attribute {c}:
multiple values = {*0’, '1’, '6’, 't'}.
w attribute {d}:
quantitative values
= {698(min), 1,297(max)},
null values = {d7, diz).
m attribute {m}):
inconsistency values = {mis, m},
null value = {mis).
@ Equivalence class of decision attribute
{m}: X1, X2.
m X1 = {x1,%,%3,08,%6,%X0,X11,X12,X13}.
B X2 = {x4,%7,x8,%10,X14,X15).

4.2.2. Incomplete information processing
A. Processing of quantitative attribute values:
ASPM
In decision attribute{m}, the indiscernibility
relation IND/d of weight {d} and attribute
values of the the upper
approximations 2"2X1 and R'aX2 are classified

domain of

as follows:

X1 = {x1,%02,%3,X5,%6,X9,X11,X12,X13},
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X2 = {xx7x8x10%x14,X15),
IND/(@, m) = {{x1,%2,x3,%5,X6,%0,X11,X13},

{xa,x8,10,14,15} },

R°2X1 = {950, 1068, 1100, 1130, 1187, 1210, 1297, 1039},
R'4X2 = {638, 790, 990, 1023, 1039},

The boundary region BR[d] and subinterval
RS4(X1), RS(X2) and range symbols for
attribute values of weight {d} are as follows:

1,030<RS+(X1)<1,297 ; RBS4X1) = "2/,
950<BR[d]1=1,039 ; BRId] 17,
BI8 < RSAX2)< 950 ; RS«X2) = '0'.

® According to performance results of
ASPM, the results of updating a quantitative
attribute value of attribute {d} to a qualitative
attribute value are given in Table 2,

B. Processing of null attribute values: EM

We adapt attribute values, substitutive for
null attribute values(denoted as A) of weight
attribute{d} in Table 1, to ARE of EM,
calculate, and then decide the attribute value
which has the minimum entropy.

{d7} = '0" = Ea(X2) = 0.244,

{dz} = '1" = Eu(X2) = 0.349,

{d7} = '2" = Ea(X2) = 0401,

{die} = 0" = Ea(X1) = 0.282,
{diz} = 71" = EalX1) = 02,
{dio} = '2" = Ea(X1) = 0.144.

B As a result of calculating ARE, the
attribute value of {b7}='0" because of Eag(X2)
<Ea(X)<Ea(X) and the attribute value of
{b7}="2'because of Ea2(X2)<Ea(X2)<Ea(X2).
According to performance results of EM like
this, null attribute values of attribute {ds, diz}
are updated to {’0’, '2’} respectively and the
results are given in Table 2.

C. Processing of multiple attribute values:
SAPM
Multiple attribute values of the engine
attribute {c} are subdivided into the following
single vector Des(xi, p/) = ¢f.

{cl}r, {ct)=e, {ci}=1, {F)="6,

{Cé }:,1,, {Ci }=IOI' {C% }:Ill’

Therefore, the attribute {c} is extended to the
sub-attribute {c!, ¢?}, a possible combination
for multiple attribute values, and objects
included in each sub-attribute are as follows:

{c'} = {1, 0,30, X5, 6,067 068, X0, 10,11, X12,X13,X14,X15,X16)

{c*} = Lo xxexinxz).

In atiribute values of the sub-attribute {c!},
X' is given in the case of ¢/ = null and the
results are given in Table 2.

attribute
attribute values of decision

D. Processing of inconsistency
values or null
attributes: EM

{mM} =1 = EO]_(JCM) = 2.989,

{mui} = 2" =2 Egy(x3) = 3.007,
{mig} = 1" = EOl(xls) = 2.989,
{mpg} = 2" = Egg(xls) = 3.491.

B As a result of calculating ORE, the
attribute value of {rms} becomes ‘2’ because
of Foslxiz) < Eofxia) and the attribute value
of {rms} becomes ‘1’ because of Eoilxis) <
Eorxlxis). As a result of performing EM
module for removing incomplete information
of decision attribute{m} like this, attribute
values of attribute {mis, mue} are, as in Table
2, updated to {’2’, '1'} respectively.

Table 2. Complete information system for
car efficiency comparison

U |a|b| ¢l c3|ld|ejf|leg|m
X1 01011 6 1212 |1[0}1

X2 0jo0oj 1162|2111

X3 Qlo0l 1 i xt211]1]111]1

x« 0|10 | x]0j0]2]1]2

X5 gl1iv0 | x12(0]1]1711

Xg ojl1jois6 2|1 ]1]011

X1 1j]ojo | x ;010212

Xg 101 | x |01 ]1]112
X3 0|01 | x |21 ]1]11
X10 1 1 0 X 1|0 1 112
xu 01011 t 1121111
xiz |00 1 t 21211011
xz |10 0 | xXyj1]1}12]1)|2
xa |1 ]0] 0 x 7111212
xis |00 0 I x]11]1]2)]1]2
x | 0[01 016 111121011
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4 3 Derivation of inference rules

We derive inference rules using Rough Set
from complete information system to evaluate
processing results of INiPS. For this, we
derive Table 3 from reduction of unnecessary
condition attributes and condition attribute
values of Table 2 by using the discernibility
matrix.

Table 3. Reduction result of duplicated lines
and unnecessary decision ruiles

u a ¢l d e g m
X1 ® 6 X x X
X2 X3,X5,X6, X9 X x 2 x X
....... X1 = x 1 2 x 1
X1z X t X X X
X16 b X 1 X 0
X4,X7,X8 X X 0 X X
X10 X X 1 0 x 2
X13,X14,X15 X X 1 1 X
X don't care
We derive the following  optimum

inference rules by removing duplicated lines
or unnecessary decision rules in Table 3.

if {(engine='6 cylinder’)} or
{{1039 {weight=1297)} or
{950 < weight<1039)} and (output="high’)} or
{(engine="turbo’)} or
{(9P0=weight <1039) and (gearbox='automatic’)}
then (mileage efficiency = 'medium’)
if {(698=<weight <950)} or
{(950 € weight £1039)} and (output="low’)} or
{950 =weight<1039)} and (output="medium’)}
then {mileage = "high’}.

V .Conclusion

The  existing incomplete  information
process methods, presented for dealing with
the only specified incomplete information
occurring  from  condition attributes in
information system, had their limits which
couldn’t manage various incomplete
information, and incomplete information

occurring from decision attributes as well.
We needed, therefore, rather efficient methods
incomplete information in

using Rough  Set.
this paper summarizes

for removing
system
According to this,
types of incomplete information existing in
information system and proposes ASPA,
ORE, ARE, and SAPA which can remove
different tvpes of incomplete information in

information

information system. And also this paper
proposes INiPS, which Iintegrates
methods, to convert incomplete
information into complete information. INIPS
integrates ASPA, ORE, ARE, and SAPA to

these

various

unitary system in  order to perform
preprocessor function of an inference rule
generator, and then converts incomplete
system Into complete Information system
efficiently.

Application cases showed the functions and
characteristics of this INIPS were true, and
established
INiPS by deriving optimum inference rules

justification and efficiency of

from complete information system managed
in INiPS. But we have to experiment in the
field of a real application, where various

incomplete information exist, and need to
generalize INiPS by supplementing functions

for problems in the result from it so that

INiPS may become rather incomplete
information processing system. And Studies
for cooperating INiPS with the inference

engine using Rough Set have to be continued
to wutilize INiPS in the real information
processing system efficiently.
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