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Abstract

In this paper, we propose a new fuzzy supervised learning algorithm. We construct, and
train, a new type fuzzy neural net to model the linear activation function. Properties of our

fuzzy neural net include :

(1) a proposed linear activation function; and (2) a modified delta

rule for learning algorithm. We applied this proposed learning algorithm to exclusive OR, 3
bit parity using benchmark in neural network and pattern recognition problems, a kind of

image recognition.
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1. Introduction

In the conventional single layer perceptron, it is
inappropriate  when a decision boundary for
classifying input pattern does not composed of
hyperplane. Moreover, the conventional single layer
perceptron, due to its use of unit function, was
highly sensitive to change in the weights, difficult
to implement and could not learn from past
datall]. Therefore, it could not find a solution of
the exclusive OR problem, the benchmark.

There are a lot of endeavor to implement a
fuzzy theory to artificial neural network[2]. Goh et
al[3] proposed the fuzzy single layer perceptron
algorithm, and advanced fuzzy perceptron based on
the generalized delta rule to solve the XOR
problem, and the classical problem[3]. This
algorithm guarantees some degree of stability and
convergency in application using fuzzy data,
however, it causes an increased amount of
computation and some difficulties in application of
the complicated pattern recognition. However, the
enhanced fuzzy perceptron has shortcomings such

Fuzzy Neural Net, Fuzzy Perceptron, Linear Activation Function, Smoothing Method,

as the possibility being located in local minima
and slowness learning time{4].

In this paper, we propose a new fuzzy single
layer supervised learning algorithm. We construct,
and train, a new type of fuzzy neural net to model
the linear function. Properties of this new type of
fuzzy neural net include : (1) proposed linear
activation function; and (2) a modified delta rule
for learning. We will show that such properties
can guarantee to find solutions for the
problems~-such as exclusive OR, 3 bit parity, 4 bit
parity and image pattern recognition which a
simple perceptron and a simple fuzzy perceptron
can not.

2. A new fuzzy supervised learning algorithm

The learming algorithm for our
perceptron

single layer
will be proposed. Before we discuss
the new learmning algorithm, we introduce the
proposed learning architecture. Fig.l shows the
architecture of the new learning algorithm.
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2.1 A new fuzzy supervised learning algorithm
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Fig. 1 A proposed fuzzy supervised learning
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architecture

A proposed learning algorithm can be simplified
and divided into four steps. For each input, repeat
step 1. step 2, step 3, and step 4 until error is
minimized

Step 1 :
Define

j to output i at time t, and &, to be the bias term

Initialize weight and bias term.
W;, (1<:i<D), to be the weight from input

in the output soma. Set W,-,-(O) to small random

values, thus initializing all the weights and bias
term.

Step 2 : Rearrange A, according to the ascending

order of membership degree m, and add an item
mg at the beginning of this sequence.
00=my<m< ... <m=m=<10

Compute the consecutive difference between the
items of the sequence.

Pi=m;, —m,_
Where k= 0, ,n

Step 3 : Calculate a soma (O, )’s actual output.

0.= ZPeRSIW+ 0)

Where ﬂg Wi + 8;)is  linear activation funcliorh
Where: = 1, ... L

In the sigmoid funcHon, if the

_1?470_’"_"’ ) is  between 00

10+ -,.e,) (1—-1—0:%)) is very similar

_ 1.0 1.0
to (10+ —er ). If the value of (10+ —=)

025 and 075, ((—20

1.0+e“"e')
*( 1——173(%;)) is very similar to 025, If the

value of

0.25,

and

is  between

value of ( —= ) is between 0.75 and 1.0,

1.0+.e

1.0 1.0 -
(qgyea (- gy ) i

P 10
similar to (1 1 0te =)

very

—~net

Therefore, the proposed linear activation function
expression is represented as follows :

ﬂEW,,-I- 8:)=1.0 where(g%-i- 8,)>5.0

AEW,+0)=or (S W,+6)+0.5
where—75.0 S(gWﬁ- 8) <5.0, p=[0.1.0.4]

AW+ 6)=0.0 where W, +0) < ~5.0
= =

The formulation of the activation linear function

is following.
AW+ 60 = (s (R w v o) 405

where the range means monotonic increasing

. interval except for the interval between 0.0 and 1.0

of value of the ﬂiW},--i— g.).
~

Step 4 : Applying the modified delta rule. And
we derive the incremental changes for weight and
bias term.
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SWL+1)= 20 Ex 33 Pys S 3 Wk 0)+ a0 2 W)
24 P2
Wi(t+1)= W)+ o Wy(t+1)

Agg(t+l)= U*Ex'*./(gt)+ax'*Aax(t)
G, (t+ D=0+ a8,(t+1)

Where 5, is learning rate a; is momentum.

Finally, we enhance the training speed by using
the dynamical learming rate and momentum based
on the division of soma.

if (Jnactivation wuisoms — ACHVALON winisoma 0)
then ap{t+1)=E*
nt+1) = p8) + apft+1)

if (Inactivalion wpyisome — ACVALON wiisoma? O)
then at+1)= E?
a(t+1) = ald) + salt+1)

2.2 Error criteria problem by division of soma

In the conventional learning method, learning is
continued until squared sum of error is smaller
than error criterta. However, this method is
contradictory to the physiological neuron structure
and takes place the occasion which a certain
soma’s output is not any longer decreased and
leam no more[5). The error criteria was divided
into activation and inactivation criteria. One 1s an
activation soma’s criterion of output “1”, the other
is an inactivation soma’s of output "0”. The
activation criterion is decided by soma of value "“1”
in the discriminant problem of actual output
patterns, which means in physiological analysis
that the pattern is classified by the activated
soma. In this case, the network must be activated
by activated somas. The criterion of activated
soma can be set to the range of [0,0.11

In this paper, however, the error cnterion of
activated soma was established as 0.05. On the
other hand. the error criterion of inactivation soma
was defined as the squared error sum, the
difference between output and target value of the
soma. The degree of activation and inactivation
was equally set up on the basis that activation
and inactivation is the samel[5,6]. Fig.2 shows the
proposed algorithm.

while ((Activation_no == Target_activated_no)
&&(Inactivation_error <= Inactivation_area))
do {
for (i=0; i<Pattern_no: t++)
for(j=0: j<Out_cell_noij~+) {
Forward Pass:
Backward Pass.
if(Qut_cell=Activation_soma&&lerrori<=
Activation_area)
Activation_number++;
if (Out_cell=Inactivation_soma)

Inactivation_error += error * error:

}

Fig.2 Learning Algorithm by division of soma

3. Simulation & Result

We simulated our method on IBM PC/586 with
C++ language. In order to evaluate the proposed
algorithm, we applied it to the exclusive OR, 3 bit
parity using benchmark in neural network and
pattern recognition problems, a kind of image
recognition. In the proposed algorithm, the error
criteria of activation and inactivation for soma was
set to 0.09.

3.1 Exclusive OR and 3 bit parity

Here we set up initial learning rate 0.5 initial
momentum 0.75 respectively. Also we set up the
range of weight [0,1]. In general, the range of
weights were [-0.5,05] or [-1,1].

As shown in Table 1 and Table 2 our model
showed higher performance than fuzzy perceptron
in convergence epochs and convergence rates of
the three tasks.

Table 1. Comparison of step number

Fuzzy Proposed

Epoch No
P Algorithm

Perceptron

Exclusive OR 8 (converge) 4 (converge)

" 3 bit parity 13 (converge) 8 (converge)

4 bit Parity | 0 (not converge) | 15 (converge)
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Table 2. Convergence rate in initial weight range

Appiled F uche tro - Proposed’# | Initial Weight
Per: n SR N
Problem ,Zy P ; Algorithm - Range
. 100% 100% [0.0, 1.0
exclusive OR
89% 99% [0.0, 5.0]
. . 83% 97% [0.0, 1.0]
3 bit parity
52% 96% [0.0, 5.0]
. ) 0% 96% [0.0, 1.0]
4 bit panty
0% 95% [0.0, 5.0]

3.2 Image pattern recognition

The procedure of image pre-processing is
presented in Fig.3 and the example images we
used are shown in Fig.4
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Fig.3 Preprocessing diagram
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Fig.4 (a) Image pattern and (b) training image

pattern by edge detection

We carried out image pre-processing in order to
prevent high computational load as well as loss of
information. If the original images were used as
training patterns, it requires expensive computation
load. In contrast skeleton method causes loss of
important information of images. To overcome this
trade-off, we used edge information of images.
The most-frequent value method we had
developed was used for image pre-processing.
This method was used because blurring of
boundary when a common smoothing method was

used. Thus, it degrades both color and contour
lines{7,8]. The new method replaced a pixel’s value
with the most frequent value among specific
neighboring pixels. If the difference of absolute
value between neighborhood is zero in a given
area, the area was considered as background.
Otherwise, it was considered as a contour. This
contour was used as a training pattern.

The input units were composed of 32 * 32 array
for image patterns. In simulation, the fuzzy
perceptron was not converged, but the proposed
method was converged on 70 step at image
patterns. Table 3 is shown the summary of the
results in training epochs between two algorithms.

Table 3. The comparison of epoch number

Image Pattern Epoch Number

fuzzy perceptron 0 (not converge)

prqposed algorithm 70 (converge)

4. Conclusions

The study and application of fusion fuzzy theory
with logic and inference and neural network with
learning ability have been actually achieving
according to expansion of automatic system and
information processing, etc.

We have proposed a fuzzy supervised learning
algorithm  which has greater stability and
functional varieties compared to the conventional
fuzzy perceptron, and a new learning algorithm for
the network with enhanced fuzzy learning
algorithm that for the first time, allows automatic
extraction of fuzzy relations from data.
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The proposed network is able to extend the
arbitrary layers and has high convergence in case
of two layers or more. When we considered only
the case of the single layer, the networks had the
capability of high speed during the learning
process and rapid processing on huge image
patterns.

In the future study direction, we will develop a
novel fuzzy learning algorithm and apply to the
face recognition.
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