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Abstract

In this paper. for efficient data classification in multispectral bands environment. a band

feature extraction method using the Rough sets theorv is proposed. First, we make a look

up table from training data, and analyze the properties of experimental muitispectral

image data, then select the efficient band usin indiscernibility relation of Rough sets

theory from analysis results. Proposed method is applied to LANDSAT TM data on 2.

June, 1992. Among them. normal distributive data were experimented, mainly. From this.

we show clustering trends that similar to traditional band selection results 2y wavelengtn

properties, from this, we verify that can use the propcsed method that centered on data

properties to select the efficient bands,

hyperspectral band environments.

1. Introduction

Processing techinques of remote sensed image
data using computer have been recognized very
necessary techniques to all social fields. such as,

environmental  observation, land cultivation,
resource investigation, military trend grasp and
agricultural product estimation. etc. Especially.

accurate classification and analysis 1o remote

sensed imege data are important elements that
can determine reliability of remote sensed image

data processing systems, and many researches

have been processed to improve these accuracy
Traditenally,

of  classification and  anaivsis. \

remote sersed image darta processing systems

have been processed 2 or 3 selected bands in

muitiple bands. in this time, their selection

criterions are statistical separabiiity or
wavelength properties. But. it have be dring up
-he necessiiy of bands selecrion method by data
bands

Aistrioution characteristics than traditional

selection by wavelength properties or statistical
separability. Because data szensing environments

Change rom multispectral environments © hyvper

though data sensing environment change o

-spectral environments.

In this paper, for efficient data classification in
multispectral bands environment, a band feature
extraction method using the Rough sets theorv
is proposed. First, we make a look up table
from training data. and analyze the properties of
experimental data. then
select the

relation

multispectral  -mage

efficient band using indiscernibility

of Rough sets theorv from analysis

results.  Proposed  methed s
LANDSAT TM data on 2.
them,

apphied o
1992,

data

Jure, Among

normal distributive were

experimented. mainly. From this, we show

clustering trends that similar to traditional band

selection results by wavelength oroperues, from

this, we verify that can use the proposed

method that centered on dara properties to select
bands,
change

the efficient though data sensing

ernvironment hvperspectral  band

ANVIronments.

2. Processing of multispectral image
data
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(Iig. D

multispectral

shows  general procedure of
data. data

satellite will be processed various intermediate

image Image from
procedures, and must be classification accuracy,
finally. In this paper, we studies efficient band

selection, that is, band feature extraction.

'data aguisition from satellite |

[preprocessing]

4
[define of category classJ

’selection of training fie@
4

[band feature extractionJ
J

applying classification methdology

to image data
[

’evaluation of classification accuracﬂ

(Fig. 1) General procedure of multispectral
image data

3. Rough set theory
3.1 Feature of Rough set theory

The strong points from system using Rough
scts theory are as follows.

First, it i1s easy that can develop the efficient
algorithm for finding hidden patterns in data.
Second, it is easy that make minimum set
climinating redundancy of pattern characteristic
Third,
Fourth, it is

determinance rule set from data. Fifth, it is easy

in data. it can evaluate meaning or

importancy. easy that generate
that understand processing procedure. Sixth, it is
simple that analyze the gained result. Finally, it
is verv useful such as parallel processing
system.

Most of these characteristics are related to
analysis or evaluation to characteristics of data.
Therefore, if we use the Rough sets theory, it is
able to efficient processing from incomplete data,
especially, classification of pattern characteristics,

that is, it is very useful clustering.

3.2 Basic concept of Rough set theory
Assume that there is attribute set Q and each
attribute of n elements.

Q = {ai, az ', G} (1)

And, assume that there is set X to m objects

that become classification object and their
elements X1, X2, **, Xm.
X = {Xl, Xo, oy, Xm} (2)

Also, let Vq; is the set of q; that express the
attribute value.

Vg = {a, B8, o} (3)
= 1,2, -, n)
Then, attribute value description function Px

(where, }

to these is as follows,
(Def. 1) attribute value description function Px

Px : Q — V : Pxlg) = P(X, q) (4)

(where, Q —V is the mapping from attribute
set Q to attribute value set V)

And, indiscernibility relation ind(Q) that can’t
discriminate two set of object is defined as
follows.

(Def. 2) indiscernibility relation ind(Q)

If object x; and x; are indiscernibility relation
to any attribute qi, then we note that as follows.

P(xi, q) = P(x;, ai)

P(xi, x;3) € ind(qi)

R = ind(Q) (5)

(where, R 1s equivalence relation that two object sets

x; and x; are indiscernibility relation each other)

Therefore, it shows as follows in case of x;
X; can’t be discriminated by P C Q.

(xi, X;) € ind(P)

ind(P) = Nind(qy) (6)

aEP
Here, if P = Q and (xi, x;) € ind(q) then x;
and X; become indiscernibility relation, partition
by ind(qg;) is quotient set, because that is
equivalence relation.

X/ind(q) = {[xi] | xi € X) (7

3.3 Construction of equivalence class using
Rough set theory

For classifying objects using indiscernibility
relation of Rough sets theory, it must be defined
attribute set and object set, first. Let attribute
set Q and object set X be like
formula (1), (2). Then, attribute value AV(x)
that object x; has is one of the g;s.

qi{AV(x)) = one of {2, 8, ", w) (8)

Therefore,

defined as

indiscernibility relation object to
attribute gx can be gotten following formula.
X/ind(qi) = {xi, x5 | alAV(x)} = adAV(x;)})

, m) ©))

{(where, 1, ) 1, 2,

—315—



If a

criterion, indiscernibility relation object to them

qk are two attributes of classification
can be gotten following formula.
Xind(qg, ao) = {x, x5 | (q;, aa{AVIx)}
= (q;, qtAVx)H
(where, 1, j ~

(10)
indiscernibility relation object for all attribute

1,2, . m)

Q can be gotten following formula.
XmdQ) = {x, x; | QIAVx)) = QIAVx)))
(11)

(where, 1, ] = 1, 2, -, m)

4. Band feature extraction of
multispectral image data using

Rough set theory
4.1 Look up table of multispectral image
data
(Fig. 2) is the
Intensity that means the relation between classes

look up table of spectral
and bands to n frames. At each frames, C
means the set of classes from Ci to Cmn That
1s, it means the class that can be belong to any
class for example, forest, water and so on. Also,
B is the set of bands from B: to B Although

the goal of this study is the band feature
extraction in hyperspectral environment, but
theoretical basis was made in multispectral

environment. Vi, Voim are spectral intensity that
must be belong to special class(vi is class 1,
vorn 18 class m) at special frame(vin is first
{rame, vom is second frame), special band(vi is
band 1, voim is band 7).

(Fig. 3) is the table of mean(x) and standard
deviation( g ) of same class and band. # is the
mean of spectral intensity that is appeared to
class 1(C) at band 1(Bi) for n frames, on is
the standard deviation of spectral intensity that

is appeared to class C; at band B: for n frames.

frame 1 frame 2

N.C . ] C

P ¢, G o Cnm B C, C - Cn
iHl Vil Vil U Vim By [jvair vaiz - Vam
EBeflvior viee 0 View Bolvaar vozr - vaay
D%? Vil Vizz T Vim Brllvont vz o Vo

frame n-1 frame n
c| . . C

B Cl (/_3 Cm B Cl CZ Cm
BillVa-i Vouz © Va i Bilvan Vaiz " Vaim
Ba||Via2i Ve o Va 12m BollVizr Vaze " Vaom
B7 Vot Vo 0 Va uim B llvini viam  Viim
where, set of classes € = {C;, Co, -, Cn})

set of bands B = {Bi, By, -, By}
vir 18 trained spectral intensification that must be
belong to class k at jth band of ith frame

(Fig. 2) Look up table of multispectral image

data

c ]
Cl o Cm

Bijl [tu~onnuroul - [gm 0im #im* 0iml
Bl oo uat ool ltom 0om #om* 020

Bl [ua-onunron) Lum 0m vt dml

where, 2 15 mean of spectral intensity that must be
belong to class j at band i for n frames
o 1s standard deviation of trained spectral

intensity that must be belong to class j at band i
for n frames

(Fig. 3) Permitted error limitation of
multispectral image data

4.2 Class reversion of remote sensed pixels
(Fig. 4) shows the table of spectral intensity
for remote sensed data. Here, P is the set of
-~ Py
means spectral intensity of pixels P; at band 1.

remote sensed pixel P;, P, Also, pvi

e » P
1 > %
B
Bi| pvi pvI2 DVik
B | pva PV DV
Bij pva bV PV |

where, set of sensed pixel P = {P;, Py, -, Py}

pvy is spectral intensity of pixel j at band 1
(Fig. 4) Spectral intensity of pixels for each
bands

We make each pixel belong to special class as
like (Fig. 6) from (Fig. 2), (Fig. 3). In this time,
First, if it
include spectral intensity of pixel on range (Fig.

the reversion rule is as follows.

3), then belong to that class, otherwise, belong
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to nearest class. This algorithm is (Fig. 5).
Sfort ol to 7 by 1
i for ) Lt kbyl
forn = 1 to m by 1
if (g 0w = PV = Min™ 0 i) then Catcg()l‘y = C”
exit
end
if (M Ow > PVvy Or pvy > O ) then
forn = 1tomby 1
Category = C, of min( g, pvi)
1 end
‘ end
| end

(Fig. 5) class reversion algorithm

(Fig. 6) is the result that belong to special
class for each sensed pixel by algorithm (Fig.

5).

P
P P Py
B

B, Cy Cy - Co
B | Co G o Gy
B; 1Coy Co -
Baj Co Gy - Gy
Bs | Co Gy - G
Be [Cot Cy 0 Cy
B | G G - Gy

(Fig. 6) Class reversion result of

remote sensed pixels

4.3 Generation and Analysis of equivalence
class using Rough set theory
IFrom (Fig. 6) was made by (Fig. 2) and (Fig.
3), we generate equivalence class using Rough
sets theory as like (Fig. 7).

P N
B P Py Ik
B | C C, Co
Bl GG G
By [€ai G - (G
Bsl C: | Co o Cy
Bs Co Cy Cy
Bs pEss C; - C,
B, Ci Ca Cu

(Fig. 7) Equivalence class of remote
sensed pixels(for only Py)

FFrom this, extracting eguivalence class is as

follows.
B/ind(P)={[B1,B7],[B2,B4,Bs],{B3,Be]} (12)
B/ind(P2)={[B1,Bs,B4],[B2,Bs].[Bs,Brl} (13)
B/ind(Py)={[B1,Bs]).[B2,Bs].[Ba].[Bs,B71} (14)

B/ind(P)={[B.],[B.].{B3],{B4],[Bs],[Bs1.[B7]} (15)

Therefore, band 1 and band 7 are

indiscernibility relation to pixels P each other,
and band 2, band 4, band 5 are indiscernibility
relation, too.

5. Experimentation and discussion of
result

5.1 Experimental object

Experimental zone is LANDSAT TM data at
near the Han River on 2, June, 1992. LANDSAT
TM data has better spectral resolution than
SPOT HRV data and, it is easy to get, our
Land cover size of LANDSAT TM per
170km(vertical) X 185km(horizontal),  the
5,965x6,920, this
experimentation use the part of whole zone, so,
136 X136 =
Although experimental zone has many classes,

nation,
scene
number of pixels are
18,496 pixels were experimented.

but we select four kind of class among them,
that is, water, crop, urban, forest.

5.2 Distributive characteristics of training
data

There are two kind of

that is

experimental data. Tramning data means data for

data for

experimentation, training data and

training. Experimental data means that the data
were sensed remotely at special zone for doing
experimentation using suggested method.

Distributive characteristics of training data are
as following <Table 1>~ <Table 4>.

<Table 1> pattern characteristic of water

band1 |band2|band3|band4 |band5{band6 |band?
min SI| 103 44 44 29 12 136 5
max SL| 120 | 50 76 33 30 161 9
mean || 1094 469 | 489 | 301 | 164 | 1385} 70
S.D. 138 1 141 1 112 | 056 | 038 | 048 | 094
medium

109 | 47 48 30 17 138 7

value

<Table 2> pattern characteristic of crop

band] |band2{band3|band4 |band5|band6 |band7
min S.L| 103 | 47 48 46 21 156 8
max SI1.| 128 52 88 60 156 176 27
mean |[108.1| 494 | 572 | 523 | 586 | 161.2| 144
S.D. 067 | 099 | 1.78 | 280 | 531 | 1.77 | 4.28
medium

108 | 495 | 57 52 60 161 14

value

-317—



<Table 3> pattern characteristic of forest

r band|[band2|band3]band4|band5]band6|band?

min SLj 101 56 43 61 21 147 47
mex SL| B4 | 72 | 101 | 9 | 194 | 182 | 122

" Trean 1096 645 | 659 | 827 | 1066 | 1673 | 91.3
SD. 666|306 99 | 657 | 124 | 841 1444

: di

MEAUE 09 | 6 | 66 | 83 | 107 | 167 | 94
value

<Table 4> pattern characteristic of urban

bandl |band?2|band3|band4 |band5]band6 banﬁ
min 5.1 99 41 39 74 19 143 21
max S.Lj 126 53 103 | 11l 198 | 177 53

mean 110841 453 | 532 | 908 | 832 | 1613 | 31.0
SD. 1313|309 | 514 | 866 | 6.78 | 347 | 951
medium | ool ag | 53 [ oo | s e | o7
value

5.3 Distributive characteristics of
experimental data
In this section, we analyze distributive
characteristics of the 136%X136 = 18,496 pixels.
Pattern distribution characteristics of
experimental data are as following <Table 5>~

<Table 8>.

<Table 5> pattern characteristic of water
among experimental data

band! |band2 |band3|band4|band5|band6 |band?
min S.L| 99 41 41 25 12 136 3
max S.L| 131 67 89 116 | 144 | 170 | 92

mean || 108.1| 457 | 482 | 303 | 161 | 1375 7.2
SD. | 311 [ 303 | 313 | 899 | 998 | 2.34 | 6.99
medium |0 | 46 | 48 | 30 | 16 | 138 | 7
value

<Table 6> pattern characteristic of crop
among experimental data

bandl |band2|band3|band4 |bandb |band6|band7
min S.L.{| 99 43 4() 42 18 149 6

max S1] 153 | 79 | 106 | 127 | 194 | 183 | 160
mean | 1084 493 | 551 | 49.9 | 276 | 1583 ] 11.0
SD. 1313 320|504 | 916 1267 3.11 1044
medium ool a9 | 55 | 50 | 27 | 158 | 1
value

<Table 7> pattern characteristic of forest
among experimental data

band] {band2|band3|band4 |band5|band6 | band7
min S1J 97 40 39 29 17 141 7
max SL|| 134 | 71 103 | 126 | 196 | 181 | 118

mean 110141 439 | 431 | 840 | 832 | 1536 | 239
SD. | 2331309 | 414 | 866 [1178] 347 | 951
| medium 101 | 44 | 43 | &4 | &3 | 134 | 24
value

<Table 8> pattern characteristic of urban
among experimental data

band] |band2|band3|band4|band5|bandb |band?
min SL{ 99 42 41 26 17 144 8
max SL| 146 | 77 106 | 124 | 206 | 184 | 182

mean ||[1164| 53.2 | 632 | 833 | 97.1 | 1735 472
SD. 313 1309 1 509 | 866 {1631 333 | 951
medium . .
116 54 64 83 97 173 47
value

5.4 Band feature extraction using Rough sets

We made an experiment for reasonability of
our suggestion using simulation program. We
got the 10 number of pixel for classification
criterions. And, experimentations were iterated
1,000 times. <Table 9>~<Table 11> are
experimentation results when it is the case of

3~5 pixels of classification criterion.

<Table 9> result(humber of pixel : 3~5)

clustering [B2,Bs,
number of & 1B1,Bsl "1 1Bsl [1BLBel | others | wotal
- trend Bl
pixel © 3
frequency ff 101 614 119 53 113 1,000
clustering [B1,Ba, | [B:,Ba,

. BB, B»,Bs]| others | total
n'umbcr of  rend [B1,B.1 Bl By) [B2,Bs] | others | tota
pixel : 4

frequency || 99 214 549 111 27 11,000
clustering |Bs,Ba,
number of enng [B1,Bs1{1B1,Bs] "By, Bul | others | total
) trend Bl
pixel © 5
frequency || 136 152 492 103 H7 11,000

<Table 10> result(number of pixel : 6~7)

clustering

number of [B1.Bx1{LB1,Bs} [ [B2,B71{[B2,Bal | others | total

trend
frequency || 89 113 97

clustering

pixel @ 6

126 ) 575 (1,000

number of [B1,B2}{{B4,B7) |[Bs,Br1|(B:,Bal| etc | total

trend
frequency| 76 99 65 89 671

pixel @ 7

1,000

<Table 11> result(number of pixel : 8~10)

clustering
number of {B2,Bal|1B2,Bs1{[B1,Bs]] others | total
ol © 8 trend
pree frequency|| 72 | 91 | 65 | 772 [1.000
lustering
number of cltering B2, B4 |1B2,B71{[Bs,Bs) | others | total
) trend
pixel : 9

frequency| 79 88 53 780 {1,000

lusterin
number of clustering [B2,B4]{{BaB7}|[B1,Bs] | others | total
trend

frequency| 66 58 43 833

pixel @ 10 1,000

5.5 Evaluation of experimentation result
<Table 12> is
experimentation until now. To put it shortly, it

synthetic result of

is very hard to find the clustering trend when it
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15 the case of less than 2 pixels of classification
crieron.

Aiso, it can’t cluster when it is the
case ot over than 10 oixels of  classification
critenon. Buat it shows  clustering  trend  with
band 2 4 when :t 1= the case of 3--3 nixels

O classuication critenion, clearly, alse. with band

L. wo. Increasing the number of pixels o
H~n we can't find the clustering trend with
three  bands  each  other. Overall, it shows
clustenng wend with the band 1 and band 2,

increasing  the number of oixels o 910, we
can find the clustenng trend with band 2 and

band 4.

<Table 12> Svnthetic result of experimentation

number of!

o 3 o) 5~3 310 over 10
Loixel
' [B..Bsl;
clustering | irreqular ‘B..Bsl [B.Bsi: 5 B uregular
s ' o Da .
trend clustering  p.R.B:] [Be.Bsl! clustering

: e {BeB

6. Conclusion

[n this paper. we suggested new band feawre
extraction method using Rough sets theory for
band  selection  on

efricient multispectral

used data
Rough

appropriateness

environment.  >uggested  method

classification and discernibility of sets

theory, we verified and

nerformance using LANDSAT TM data near the

Han River, on 2. June, 1992.

By the result, we
band

automaticallv. Maybe we consider that it can bhe

can find that it can extract feature,

apolied efficient data analvsis.

Although the suggested rfeature extraction
method was experimented 1 multispectiral
envircnment, it 13 considered  that gZood
classification perfermance is appeared when

spectral  environment moves te  hyperspectrai
environment.

After this, suggested method in this paper
must be applied the case of abnormai

distribution data environment.
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