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Abstract.
Unification

of Kohone SOM(Seclf-Organizing Maps) necural

network  with  the branch-and-bound

algorithm is presented for clustering large set of patterns. The branch-and-bound scarch technique is
cmploved for designing coarse neural network lecaming paradaim. Those unification can be used for
clustering or classfication of large patterns. For classfication purposes further usefulness s possible.
since only two clusters exists in thc SOM ncural network of cach nodes. The result of cxperiments
show the fast learing time. the fast recognition time and the compactness of clustering.

Kevwords: Necural Network. Clustering

1. INTRODUCTION

Automatic optical recognition of an object or object
has a wide application in automated manufacturing
systems of robotic control. parts inspection. postal codc
rcading and automatic reading devices. In an automated
manufacturing and inspection. parts and semi-assembied
products arc continuously moving on a conveyer ling
during visual inspection. it is an important and difficult
problem (o design an intelligent object recognition
scheme. In optical object recognition. a object may have
various shapes and different position, rotation and scale.
thercforc  designing an automatic object recognition
scheme 1s also a difficult problem. The problem is even
harder when the objects have various multi-shape or
their images are noisy.

This paper is concerned with a neural network-based
approach to object recognition. The hierarchical search
technique is emploved for designing neural network
architecture and leaming paradigm. A new two-step
dentification  procedure  is  proposed for improving
nctwork  generalization  performance.  The  presented
two-step identification procedure consists of a coarse
identification  and a  fine identification. The coarse
identification is to find appropriate group in which the
object 1s included. Once the coarse identification is
completed. the fine identification is performed to identify
the best probable object within a class. The presented
coarsc and fine procedure could be efficiently used for
identifving a large sct of patterns.

Neural nctwork is based on a non-parametric classifier
instcad of a statistical classifier. A classical approach to
paticrn recognition relies on statistical classification. The
Mimmum Distance  Classification and the Bayesian
approach have served as  basis for statistical pattern
recognition.

The Minimum Distance  Classifier computes  the
distance between a pattern X of unknown classification
and a prototype of ecach class. then assigns the pattern
to the class to which it is closest n distance. The
Bavesian approach minimizes the average cost ol
misclassification as well as vields the lowest probabitity
of crror. Shortcomings of the statistical method  exist.
these include limitation of probability  distribution.
uncertainty of the sample. and difficulty in determining
prototype excmplars.

2. LITERATURE REVIEW AND BACKGROUND
INFORMATION

Neural Networks approach has the special objectistics
that comprise learning. If a class membership is of
interest. the system learns from observations of paticrns
that arc identified by class and infers a discriminate for
classification. The twin processes of generalization and
specialization are all-important in ncural nctworks.
Generalization enables a pattcrn-recognition system o
function completely  throughout patlern  spacc.  cven
though 1t has learned from observing only a limited
body of cxamples. Specialization allows such a svsiem
to recover from error and to improve itscll |6]. It can
acquire the capability to generalize a specific or limiled
piece ol iput to producc an output solution. This
capability is important because it allows the svsiecm (0
provide solution output even when it is given incomplete
input information. After finishing the process ol lcarning.
pattern  recognition is performed on the basis  of
similarity in  shape between patterns. It is  neither
affected severcly by deformation nor by changes in si/c.
or by shift in the position of the input patterns. The
learning  time can be  separatc  from the on-line
computation, which results in  reducing the on-linc
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proccssing.

Pattern recognition tasks require the ability to match
fargc amount of input information simultaneously and
then generate categorical or gencralized output. Neural
networks posscss these capabilities as well as the ability

to lcarn and build unique structures for a particular
problem.  Fukushima [|9] proposed the Neocognitron

model for recognizing hand-printed objects. The local
featurcs of the input pattern arc extracted by the cells of
a lower stage. and they arc gradually intcgrated into
morce global featurcs. Finally. cach cell of the highest
stage mtegrates all the information of the input pattern,
and responds only to onc specific pattern. However. this
is the most complicatc nctwork cver developed and
usually requires a large number of processing clements
and conncctions.

Carpenter and  Grossberg  simulated on an  alphabet
lcarning circuit based on Adaptive Rcsonance Theory
(ART) utilizing  a  two-thirds rule to allow for
self-stability  of the network |10} Carpenter/Grossberg
algorithm can perform well with perfect input patterns
but  cven a  small amount of noise can causc
problems|11].  With noisc. there are problems of
determining the vigilance threshold and capacity for the
stored excmplars.

The incorporation of scveral neural memories. each
coupled with a spatially filtered feature space, was
presented by Richard A, Messner and Harold H. Szu
J13] They derived multiple bands of information from
an wmput.  The  recognition accuracy s increased,
however. 1t requues an excessive amount of time for
processing. G, Eichmann and T. Kasparis presented a
pattern classification using a linear associative memory.
Hough transformation was used as a featurc extraction
method.  Lincar associative model replaces tedious
clustering algorithms  and  sunilarity mecasure with a
stored vector matrix multiplication [2].

Recently. a versatile object Recognition was developed
by Rajavclu. Musavi and Shirvaiker. They designed a
multishape  object  recognition  system.  The  Walsh
transformation was used (o cxtract fcatures from a
objcect. Backpropagation {1] was applied to this problem.
Recognition  time  and  accuracy  were  considerably
improved. However. there existed still some difficulties
for rccognizing a large amount of various objects (e.g.
multi-shape. size. Chinese objects. and Korean objects).

Despite of  several existing  ncural networks based
approaches.  few  methods for deternmmng a set of
training cxcmplars has been suggested. Training set has
a significant meaning in that it  has a great effect on
the networks generalization. The unsupervised clustering
mecchanism  of ART and Kohonen is applied for
choosing the cxemplars. Automatic sclf-training procedure
is suggested to improve the nctworks generalization
performance.

3. PROPOSED METHODOLOGY

A tvpical
divided into

pattern  classification
two parts 2. first,

algorithm can be
thc patterns  are

extracted through preprocessing of input data. Second.
these features are compared with each previously stored
set of reference features (exemplars) until a match is
found (see Fig 1). The proposed methodology consists
of three components: preprocessing procedure for featurc
extraction, a training set gencration method. and the
two-step learning algorithm.
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Fig. 1 General Description of Pattern Classfication
3.1 Preprocessing for Feature Extraction

Preprocessing is needed to extract a meaningful
feature which categorically defines the details of the
pattern. It may be used to orthogonalize the input and
reduce data storage by extracting a significant feature
from the image. Onc such preprocessing device is the
Walsh  transformation  which  constitutes a  set  of
orthogonal function that belongs to class of piece-wisc
constant basis functions. It uwsed iIn communication.
signal processing. system analysis. and control. This
function is defined as -1 or 1 over the interval [0.1] as
followings: the first order of Walsh function is | over
the interval [0.1], and the second function is defined as
I over the [0.1/2] and -l over the [1/2.1]. As the order
of Walsh function is increased. cach function gencrales
1 and -1 partitioning the interval [0.1] into subintervals
(refer to Figure 2).

Comparcd with other transformation techniques. the
Walsh transformation reduces computation time. The
intensity distribution is defined as thc number of dark
image pixel defined over the subinterval. The Walsh
transformation is to multiply the number of dark image
pixel by the Walsh function defined over the subinterval.
and integrate it. If we wuse eight Walsh functions.
corresponding expansion coefficients can be obtained by
this integration.
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Fig. 2 Sequence-Ordered Walsh Function to n=3
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Strictly speaking. the computation is dependent on the
number of the Walsh functions. This number effects on
the accuracy of feature representation: Figure 2
represents the first four Walsh functions. and the four
Walsh functions which have the matrix form. A large
number of The Walsh functions are required if a detail
image  is necessary. It is simpler than the existing
transformation used in feature extraction [1]. Depending
on the complexity of patterns. preprocessing accuracy
can be controlled by the number of the expansion

cocfficients of the Walsh transformation. Accuracy is
incrcased by increasing the number of The Walsh
functions. However. larger numbers of the Walsh

functions requires a greater computation. In general,
smaller numbers of The Waish [unctions is appropriate
for subgroups which  have low degree of similarity
among patterns.

A larger number of the Walsh function is required for
subgroups having a high degree of similarity. Another
modification for applying the Walsh functions is the
mapping procedure of intensity distribution function. It 1S
dependent on the size of object. The reason is that they
did not standardize the lheight of the intensity
distribution function expressed as the number of dark
pixel even if they normalized the X-axis interval to
[0.1]. This makes the problem size dependent. To keep
the dynamic range of expansion coefficients consistent
for different size objects. the image plane of v(x) is
mapped onto the interval defined over [0.+1]. This
implics v(x) will have real values in [0.+1] range.

3.2 Two-step Learning Scheme

Kohonen sclf-organizing model is fundamentally based
on thc unsupervised learning model. which maps all
possible input space to a general solution space forming
a slabilized parameter space. In this study, Kohonen
model is applied for a unsupervised learning process. A
stabilized weight vector is obtained using the training
sct as an input vector. This weight vector can be
wtilized to give a general solution for unknown inputs.
The generalization of the networks can be increased by
the hierarchical decomposition of the wide parameter
spacc into multiple stabilized space. The decision
boundary region is generated forming hierarchical binary
regions. which results in reducing the misclassification.
Basically. hierarchical search algorithm generates all
possiblc subnodes forming the hierarchical tree structure.
Lower bound of cach subnode plays an important role
scarching the dominant subnode eliminating the
non-dominant scarch space. Proposed hicrarchical search
lcarning  algorithm is similar to that in having
hicrarchical tree structure.

For example. first. 36 exemplar objects (training set)
arc divided into two subgroups based on the similarity.
Group 1 consists of objects (A CHK L MOPSU
VXYZ14570). Objects of D EFGIIJN
QO RTW2 3 6 8 9 arc classified as group 2.
Kohonen model is used to divide 36 objects into 2

groups. The next step is to divide each group into two
lower-level subgroups. The objects included 1n group |
are decomposed into group 3 ( which the elements arc
K. L. M O. P S U Z 4 7. and 0) and group
4(which the elements are A, C. H. V. X. Y. 1 and 3).
The same procedure is repeated until the varance (total
Fuclidean distance) within the generated subgroup is less
than a specified value.
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Group 1020

 Group LR L
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Group S00OUCLHDOULL

Branching uot il the within 2006
group variance is less than a
spectlied value AT

Fig. 3 The gencrated subgroup

The coarse learmning schemc is designed to partition a
group into two lower-level subgroups. In the process of
generating cach subset. a stabilized weight vector is
obtained by the Kohonen self-organizing property. which
can be interpreted as a training procedurc.  After
generaling a subgroup. branching is stopped when the
total Euclidean distance within a subgroup is less than a
specified value, and end-groups arc found. In this casc.
group 3. group 4. group 3. and group 6 arc end groups.
They have a different number of objects in the
end-groups. The unsupervised lcarning  concept 1S
considered after getting the luerarchically  stabilized
weight vector.  The first step s to identify  the
corresponding end-group for unknown input objects. and
the second step is to identify a specific pattern. In the
former process. between two generated subnodes at the
same hierarchical level. onc node having larger lowcr
bound is fathomed. and this is interpreted as a bounding
strategy. The lower bound of cach subnode is the
Euclidcan distance between the unknown input and the
stabilized weight obtained from learming procedurc.
Thereforc. only one hierarchical search path is found at
cvery node and the possible search space is very
limited. Once identification for an end group is finished.
the identification for a object is required. In cach end
group. find identification procedurc may be performed to
identify a object. The problem is the misclassification of
subgroups. If misclassification for a group occurs
beforc reaching thc end subgroup. it reduces (he
recognition rate and system performance. The (raining is
designed to increasc the nctworks generality. and the
proposed twp-step learning algorithm can reducc the
misclassification rate for the group by forming binary
decision regions hierarchically.

3.3 Proposed Algorithm

The proposed algorithm can be divided by four main
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Feature  extracion by the  Walsh
transformation. the generation method of an efficient
tramning  sel. traimng procedure and recall procedure.
Details can be described as following steps.

procedures:

Step 1. Feature Extraction via the Walsh transformation.

The extracted values are the inputs to neural networks

model.

Step 2.

Networks.
a. Generate subgroup using the training set in step 2.
h. Branch stopping rule. Repeat (step 3. a) until the
total summation of Euclidean distance within each
subgroup is less than a specified value. After reaching
cnd-subgroups. the stabilized weight vector is formed
at cvery subnode. These weights are used to calculate
the distance from an unknown object. which is used
as thc lower bound of the branch and bound
algorithm.

Step 3. Recall procedurc.
a. For a unknown object. compute the lower bounds
(Euclidcan distance) of the two possible subgroups.
Fathom the subgroup which has the larger lower
bound between the two generated subgroups.

b. Repecat (step 4. a) until reaching the corresponding
cnd-group.

Training the Branch and Bound Neural

The above mentioned algorithm is based on concept of
unsupervised learmning. Unsupervised learning is used in
the clustering of a training set. After finishing the
traming, process. the tree structure is applied for finding
subgroups.

4. EXPERIMENTAL RESULTS AND SYSTEM
PERFORMANCE

4.1 I'xperiment [

In this cxperiment. three kinds of data sets are used
as a lest data. in which these are generated artificially.
The first  data sets 1s following

i

Fig. 4 A Sample data set

The following figure 5 show the clustering time and
compactness of clustering according to each different

cascs. The number of subgroups are 4. 12 and 7
respectively.  We compared the result with the clustering

which is implemented with the SOM(Self-Organizing
Map). The results are shown in Fig. 5. Fig 6.
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4.2 Experiment 1]

The other experiment was carried out with 640 kinds of
sample images which are generated artificially. For high
accuracy. we wused the 16 walsh functions. After
preprocessing. objects are divided into 100 end-groups
using the Branch and Bound lcaming mechanism. Then
we generated nosiy 1mages(3%.10%.20%) and calculate
the recognition time and accuracy for each type of noisy
tmages. The result with this mechanism is better than
the mecthod of finding orginal 1mages by using
MDR(Minimum Distance Recognition). The results arc
shown in Fig. 7. Fig. 8.
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In fact. the clustering into 100 end-groups using SOM
was impossible(the images are converged in a few
subgroups because of initial random weights)

5. CONCLUSION

In this paper. two major works are investigated to
rccognize  vector scts and noisy tmages. In order to
comparc the performance. Minimum distance recognition
is used as a statistical pattern  classification.  The
two-step identification scheme is proposed to reduce
compulation time and to cnhance the recognition
accuracy.  An  efficient method for determining the
number of The Walsh cxpansion coefficient is also
explained to increasc the system performance. Proposed
algorithm  might incrcasc the recognition ration and
convergence: using the two-step ncural mapping. a large
sci of objects can be catcgorized into several end-groups
according to the similanty.

Unsupervised Icarning application for ncural networks
s considercd in this mechanism. The advantage of
off-linc training 1s thal training computation time can be
scparatc  from  on-linc  computation by training the
network  before cntering the on-line computation. The
information obtained during the training period can be
storcd and used in the process of recall. Actually. the
rcal computation time may include the recall time. The
further study to this project is to implement another
preprocessing.  Preprocessing is important to increase the
rccognition  rate and  system  performance.  Moment
mvariant feature might work well under the condition of
rotation.  As a statistical pattern recognition approach,
Bayvsian classifier may be better than minimum distance
classification under certain circumstances. Another further
study is to solve the problem of rccognizing partially
occluded objects using the concept of learning in neural
networks. A modification of ART can suggest a solution
to this problem only when the object is exactly
overlapped but not in general cases. The concept of
lecaming in neural network is utilized to solve this
problem by training all possible occlusion. But this is
apparcntly an cxhaustive computation. An efficient neural
net  mechanism  might suggest a solution for this
problem.
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