Language, Information and Computation (PACLIC12), 18-20 Feb, 1998, 295-302

Japanese Kana-to-Kanji Conversion using Large Scale Collocation Data

Yasuo Koyama, Masako Yasutake, Kenji Yoshimura and Kosho Shudo
Fukuoka University
Fukuoka, 814-80 Japan
koyama@aisoft cojp, yasutake@helio1 fikuoka-u acjp, yosimura@tisun i fikuoka-u.acp,
' sudo@tism t fikuoka-uacip

abstract

Japanese word processor or the computer used in Japan employs Japanese input method through keyboard stroke
combined with Kana (phoretic) character 1o Karyi (ideograpiic, Chinese) character corversion techrnology. The key
Jactor of Kena-to-Kaayji conversion technology is how o raise the accuracy of the canversion through the homo-
Dhone processing, since we have so many homophores. In this paper, we report the results of our Kano-io-Kargi
corversion experimertts which embody the homophone processing using extensive collocation daa. 1t is shown that
appraximately 135,000 collocation dota yields 9.1 % raise of the comversion accuracy compared with the prototype
system which has no collocation data

1. Introduction

Japanese word processor ar the computer used in Japan ordmarity employ the Japanese input method through keyboard stroke combined
with Kana (phonetic) to Kanji (ideographic, Chinese) character conversion technology, because no extra technology such as the free hand
character recognition or the speech recognition is required. The Kana-to-Kanji conversion is performed by the morphological analysis on
the input Kana string with no space between words. Word- or phrase-segmentation is carried out by the analysis to decide the substring of
the input to be converted from Kana to Kanji. Kana-Kanji mixed string, which is the ordinary form of Japanese written text, is obtained as
the final result. The major issue of this technology lies in raising the acauracy of the segmentation and the homophone processing to select
the most proper Kanji among many homophonic candidates.

The conventional methodology for processing the homophone has used the finction to give the first priarity to the word which was used
lastly or to the word which is used most frequently. In fact, this method is effective in some situations, but sometimes tends to output the
inadequate conversion result due to the lack of consideration on the semantic consistency of the conaurrence of words. While it is difficult
to employ the syntactic or semantic processing i eamest for the word processor from the cost vs. performance viewpoints, the following
trials to improve the conversion acauracy have been reported: Employing the case frarme to check the semantic consistency of combination
of words [Oshima, Y. et al, 1986}, Examining the consistency of the concurrence of adjacent words [Honma, S. et al,1986], Employing
the neural network to describe the consistency of the conaurmence of words [Kobayashi, T. et al, 1992], Making a conaurence dictionary
for the specific topic or field, and giving the priority to the word which is in the dictionary in case the keyword appropriate to the topic is
detected in the mput [Yamamoto, K. et al, 1992], Employing the validity of the concurmence of a noun and a verb which is calculated
statistically [Takahashi M. etal, 1996]. Inany of these studies, where the main concern is to examine the consistency of word concurmence
m the input, there are many problems left unsolved.

Besides these semantic or quasi-semantic gadgets, there seems to be the room for the improvement by using word level resources, namely,
by the extensive use of the collocation, recurrent combination of words which co-ooaur more often than expected by chance. How many
collocations should be collected and how much they contribute to the acauracy of Kana-to-Kanji conversion have not been reported yet.

In this paper, we present some results of our experiments of Kana-to-Kanji conversion, focusing on the usage of the large scale collocation
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data In chapter 2, descriptions of the collocations used in our system and their dlassification are given. In chapter 3, the technological
framework of our Kana-to-Kanji conversion systems is outlined. In chapter 4, the method and the results of the experiments are given
along with some discussions. In chapter 5, concluding remarks are given.

2. Collocation Data

Contrary to the recent works on the automatic extraction of collocations from large corpus [Honma, S. et al, 1986, Church, K W, et al,
1990, kehara, S. et al, 1996, etc.], our data have been collected manually through the intensive imvestigation of various texts, putting vears
in it. This is because no stochastic framework assures the acauracy of the extraction, namely the necessity and sufficiency of the data set.
The sparseness problem of the expression seems quite crucial for the stochastic approach. In addition, the validity check of the individual
expression by human is nevitable in any way.

The collocations which we collected for our Kana-to-Kanji conversion system consist of two kinds: (1) idiomatic expressions (in a broad
sense), whose meanings seem to be difficult to compose from the typical meaning of the individual component words [Shudo, K et al,
1988]. (2) stereotypical expressions  ( in a broad sense) in which the concurrence of component words is seen in the texts with high fre-
quency. The collocations are also dassified into two dasses by a grammatical criterion;  one is a dlass of functional collocations, which
work as flnctional (or dependent) words such as particles (postposifionals) or aunliary verbs, the other is a dass of conceptual collocations
which work as independent words such as nourss, verbs, adjectives, adverbs, etc. The latter is flrther classified into two kinds: vminter-
ruptible collocations, whose concurmence relationship of words are so strong that they can be dealt with as single words, and interruptible
callocations, which occasionally allow insertion of words between component words. In the following, the parenthesized number is the
number of expressions adopted by the system

2.1 Functional Collocations (2,174)
We callthe expression which works like a particle refational collocation an the expression which works ke an audliary verb at the end
ofthe precicate auxdiiary predicative collocation [Shudo, K. etal ,1980},
refational collocations (760)
. (/2T ritaie (about)
(i3 rilokeru af)
17&ZHT tatokorode (even though)
DS monodadara (because)

auxiliary predicative collocations (1,414)
ex. HAUFLEDELY  nderebanarang (must)

FIANSIGL  zesirareni (be obliged to)
iy Ly Famo/sirenai (night)

2.2 Uninterruptible Conceptual Collocations (54,290)

four-Kanji-compound type (2,231)
e EESIK gaderinsui (every miller draws water to his own mill)
TH—a serzagichiguu  golden (opportuity))
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adverb + particle type (3,089)

ex Hf=st=& atafiato (disconcertedly)
ERIZ Kirdarwd (in the near fisture)

adverb + suru type (1,043)

ex H{ELTD  dhsehusru(toil and moil)
Wo<YTSD  yukhrisou(relax)

nountype (21,128)

ex FROVbA akano/ianin (perfect stranger)
22074 Siaaronohezomi (rat in a trap)

verb type (13 225)

ex HDOYIES  omeigakaru (be enoughto make the change)
—BIANng Hitoiki/reru (take abreak)

adjective type (2394)
ex BEELLY urageeashii (moumti)
oL aburdido (fitty)
adjective verb type (397)

ex CHEWAED gokigervhaname (in a bad mood)
A ME oatsurae/mud (fit perfectly)

adverb and other type (8,185)

ex BIZRZT meri/miete (remarkably)
RIAVRDN  norukasoruka (at al risks)

proverb type (2,598)

ex BUTIIFHIER avehakon/shitagae (when old, obey your children)
EOVEIT/EIL  umanomiminineniuasu (anodis as good as a wink o a blind horse)

2.3 Interruptible Conceptual Collocations (78,251)

nountype (7,627)
ex BENEC/BRRRL orermi‘udeost (to catch the wind with a net)

TR, -3 Fausaimononi/fida (to hush up a scandal)

verb type (64,087)

e BARELIIWD uirogemiwohikareru (feel as if one's heart were left behind)
BE%ES astaworau (wash one's bands of a thing)

adjective type (3,617)

ex MEEAVAKEL\  tidogniooki (actin a lordly manner)
EehyELY wakigeyame (‘be off guard)

adjective verb type (2,018)

ex BEHVLE Yyatushagaviie (be more able)
FAHYAH) keiseigayfuri (the situation is against)

others (902)
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e BBl atoni/hikern (can not give up)
RIRIZAS:  mavlariawan (unreasonable)

These oollocations are not treated as smgle units but stored in the dependency file of the systems which prescribe semantically the validity
of the conaurrence of words.

3. Kana-to-Kanji Conversion Systems

We developed four different Kana-to-Karji conversion systems, phasing in the collocation data described in 2. The technological frame-
work of the system is based on the thearetical model, bumsetsu and extended bunsetsu (e-bunsetsu) [Shudo, K. et l, 1980] adopted as
the unit of the segmentation of the input Kana string, and on its heuristic method, minimum cost method  [Yoshimura K et al, 1987]
based on a breadith first search algorithm for the reduction of the ambigyity of the segmentation.

A bunsetsu is well known basic postpositional or predicative phrase which composes Japanese sentence, defined as follows:

<tunsetsu>: = <conoeptual word | nurmeral | formal noun jauxiliary declinable word | prefix | suffix | pre-numeral | post-numeral>
<finctional word>*

<fimctional word>: = <particle | andliary verb>

Anebunsetsu is defined as follows:
<ebunsetsu>: = <prefix>* <conceptual word juninterruptible conceptual collocation™ <suffoc>*
<functional word | flnctional collocation™*

Generally, ebunsetsu is longer than bunsetsu, since it may inchide the collocation. More refined rules of the connectability of words to
ocompose the bunsetsu and e-bunsetsu are used in the segmentation process. The interruptible conceptual collocation is not treated as a
single unit but a string of tumsetsus by the segmentation process. Each collocation in the dictionary which is composed of multiple number
of bunsetsus is marked with the boundary between bunsetsus. The system first tries to segment the input Kana string into e-bunsetsus, and
then segments it into bunsetsus. Every possible segmentation is evaluated by its cost. ‘A segmentation which is assigned the least cost is
chosen as the solution.

The boundary between bunsetsus or e-bunsetsus in the example i this paper is denoted by "/".

e;e-hmetm—segnmtanm
NIFHFIKISRLI-BIBYTFRA  Hokigdhimikosiakoohaarimasen  (there is nothing like being watchfiil)
bunsetsu-segmentation:
NIEHRIZBLUIBMIBYELCA  Hiohakigoikdars kosic/kotohaarimasen

In the above examples RAYHI< ligokihar is unnteruptible conceptual collocation and {Z/#2 L 1=/ BIXE Y EHA

nivkositvkotohavarimasen. is a finctional collocation.

The cost for the segmentation candidate is the sum of three partial costs: b-cost, c~cost and d-cost shown befow:.

(1)a segment cost is assigned to each segment. Surn of segment costs of all segments is the basic cost (b-cost) of a segmentation candidate.
By ths, the fimctional collocation and unintermuptible conceptual oollocation tend 1o have priority over the ordinary word, and the e-
bunsetsu does over the bunsetsi. The standard and mitial value of each segment cost is 2, and 1t is increased by 1 for each ocaumence of
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the prefix, suffix etc. in the segment.

(2)a concatenation cost (c-cost) is assigned to the specific  e-bunsetsu boundary to revise the b-cost. The concatenation, such as adnomi-
nal-noun, adverb-verb, noun-noun, etc. is paid a bonus , namely a negative cost, -1.

(3)a dependency cost (d-cost), which has a negative value, is assigned to the strong dependency relationship between conceptual words in
the candidate, representing the consistency of concurrence of conceptual words. By this, the segmentation containing the interrupted
conceptual collocation tends to have priority. The value of a d-cost varies from -3 to —1, depending on the strength of the concurrence.
The intermuptible conceptual collocation is given the biggest borusie.-3.

The reduction of the homophonic ambiguity, which causes the fimitation of Kanji candidates is carried out in the course of the segmenta-

tion and its evaluation by the cost.

3.1 Prototype System A

We first developed a prototype Kana-to-Kanji conversion system which we call System A, revising - Kana-to-Kanji conversion software
onthe market, WXG Ver2.05 for PC.

System A has no collocation data but the following conventional lexical resources:

functional words (1,010) oconceptual words (131,661)

particles (168) nouns (97,737)
andliary verbs (54) verbs(14,690)
formal nouns (23) adjectives (2,484)
auxiliary declinable words (47) adjective verbs (9,166)
prefixes (20) adverbs (6,361)
suffixes (236) adnominals (326)
pre-numeral (20) mterjections (485)
post-rummeral (442) oconnectives (289)
others (123)
32 System B, Cand D

We reinforced System A to obtain System B, C and D by phasing in the following collocational resources.

System B is System A equipped newly with fimctional collocations (2,174) and uninterruptible conceptual collocations except for four-
Kanji-compound and proverb type collocations (49,461).

System C is System B equipped newly with four-Kanji-compound type (2,23 1) and proverb type collocations(2,598).

Systerm D is System C equipped newly with interruptible conceptual collocations (78,251).

4, Experiments

4.1 Text Data for Evaluation

Prior to the experiments of Kana-to-Kanji conversion, we prepared a large volume of text data by hand which is formally a set of triples
whose first component ais a Kana string (a sentence) with no space, second component b is the cotrect segmentation result of a, indicating
each boundary between bunsetsus with "/ or .. /" and "." means obligatory and optional boundary, respectively. The third component
¢ is the correct conversion result of a, which is a Kana-Kanji mixed string,

An example is shown below.
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ex {a [THITIESMELYTINVD  mwanibaragasaiteiru (roses are inbloom in a garden)
b: [THIANTDAVELNTLU\D nivari barago/saiteiru
¢ BETHVEELNT NG }

The introduction of the optional boundary assures the flexible evaluation that is occasionally required by the difference of definition of
"onsetsu”. For example, each of B, VT/L V3 saite/iru (be in bloom) and BEL YT V5 saieiru is acoepted as a commect resuit. The data file
is divided into two sub-files, f1 and £2, depending on the number of bunsetsus in the Kana string a. F1 has 10,733 triples, whose a has less
then five bunsetsus  and £2 has 12,192 triples, whose & has more than four - bunsetsus,

4.2 Method of Evaluation

Eacha in the text data s fed to the conversion system, and then t is checked that the first (least cost) output Kana-Kanji mixed string of the
system coincides with b and ¢. The system outputs two forms of the result- b, Kana siring segmented to bunsetsus by /", and ¢!, Kana-
Kanji mixed string, comesponding to band ¢ of the correct data, respectively.

Each of the following three cases is counted for the evaluation

SS (Segmentation Success): b=b
CS (Complete Success). b=band c'=c
TS (Tolerative Success): b'=band ¢'~ ¢

There are many kinds of the notational fluctization in Japanese. For example, the conjugational suffix of some kind of Japanese verb is not
always necessitated, therefore, 55 1) LI F 78 £1 and FEL are all acoeptable results for input 5 Y 81 F wriage (sales). Besides, a single
word hes sometimes more than one Kanji notations, e.g. 3 /ama (beach) and K homa  (beach) are both acceptable. Kata-Kana char-
acter , frequently used for the imported word in Japan, is treated as Kangi in the system. An imported word has sometimes more than one
Kata-Kana transcriptions, depending on the fluctuation of its pronunciation, eg. ™57 1) > (violin) and 7 31 1) > (violin) are both
acoeptable. €'~ ¢ in the case of TS means that ¢' coincides with ¢ except for the part which is heteromorphic in the above sense. For this,
each of our conversion system has a dictionary which contains approximately 35,000 flucuated notations of concepual words

4.3 Results of Experiments

Results of the experiments are given in Table 1 and Table 2 for corpus £1 and £2, respectively.

Comparing the stafistics of system A with D, we can conchude that the introduction of approximately 135,000 collocation data causes
8.1 % and 10.5 % raise of CS and TS rate, respectively, in case of relatively short input strings (f1). The raise of SS rate for f1 is2.7%. In
case of the Jonger input string (£2) whose average number of bunsetsus is approximately 12.6, the raise of CS, TS and SS rate is 2.4 %,
52%and 5.7%, respectively. Asa consequence, the raise of CS, TS and SSrateis 6.2 %, 9.1 % and 3.8 % on the average, respectively.

4.4 Comparison with a Seftware on the Market
We compared System D with a Kana-to-Kanji conversion software for PC on the market, WXG Ver2.05 under the same condition

except for the amount of installed collocation data. For this, Systern D is slightly revised, namely, D is newly equipped with10,883 items,
prescribing the dependency relationship between conceptual words, which WXG s equipped with ,to be used in setting the priority of the
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Table 1:Result of the experiments for 10,733 short mput strmgs data, f1.

(average mumber of bunsetsus per rput is 3.5)

System A System B System C System D
SS 9,656(900%) 9912(924%) 9.927(92.5%) 9.954(92.7%)
Cs 5,085(474%) 5,638(52.5%) 5671(529%) 5953(55.5%)
TS 6,226(580%%) 6,971(64.5%) 7,024(654%0) 7355685%)

Table 2: Result of the experiments for 12,192 long mput stings data , £2.
(average mumber of unsetsus per mput is 12.7)

System A System B SystemC System D
SS 8.345(684%) 8,978(73.6%) 8,988(73.7%) 9,037(74.1%)
S 2422(199%) 2660121 .8%) 2673(215%) 2,717(223%)
TS 3,96%32.5%) 4,555(374%) 4,568(37.5%) 4601(37.7%)

segmentation and Kanji through he oost calculation. Both systems have no leaming fimetion WXG has approximatety 69,000 colloca-
tions (3,000 unintestuptible and 66,000 interruptible collocations),whereas Systermn D has approximatedy 135,000 collocations.

The statistical results are given in Table 3 and Table 4 for the corpus f1 and 2, respectively. The revised System D is renamed System D,
The tables show that the raise of CS, TS and SS rate, which was obtained by System D’ is 2.5 %, 4.5 % and 3.9 % on the average, respec-
tively.

No fizrther comparison with the commercial products has been done. We judge the performance of WXG Ver2.05 to be average among

them.

Table 3:Comparison of system D’ with WXG in case of fl.

Table 4:Comparison of system D’ with WXG in case of 2.

System D’ WXG SystemD’ WXG
SS OMNRT4) | 9804913%) SS SNR(TB2%) | 8815(72.3%)
CS 6,180(57.6%) 5877(54.8%) CS 2.738(22.5%) 2.604(22.1%)
TS 7,.646(71 2%%) 7200(67.5%) TS 4649(38.1%) 4543(37.3%)
4.5 Discussions

The effectiveness of a large scale collocation data for the improvement of the conversion accuracy of Japanese Kana-to-Kanyji conversion
system is confirmed. In addition to the raise of the acauracy, System D realized friendly user interface in the sense that the user, if necessary,
can select Kanjis contained in a uninterruptible collocation, separately. This is because  System D first regands the uninterruptible colloca-
tion as a single umit to give the priority to the (combination of) Kangis in it, but can treat it as a string of bunsetsus, if'the user expects. For
example, mput [£5%7-T % harawoiateru is first regarded as a collocation BE%/31T5 (get angry) by the System D. However, /R
#/3T 3 (let M. Hara go (o the batter's bax)), or JR%Z/7=C 3 is easily obtained, if necessary, because (X5 % Azawo and 1=T3
tateru are treated separately as well in the systemn.

The error of Systern D is mainly caused by the "unknown word", missing word or expression in the machine dictionary. Specifically, it
was clarified by the experiments that the dictionary does not have sufficient number of Kata-Kana words and people's names. In addition,
the mumber of fluctuational variants installed in the dictionary mentioned in 4.2 tumed out to be insufficient. These problems should be
remedied in fiture.
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5. Concluding Remarks

In this paper, the effectiveness of the large scale collocation data for the improvement of the conversion acauracy of Kana-to-Kanji conver-
sion process used in Japanese word processor was clarified, by relatively large scale experiments.

The extensive collection of the collocations has been cammied out manually for these ten years by the authors in order to realize not only high
mnmmmmmmmwmmm.Auwmmmm
novels, journals, dictionaries, etc. have been investigated by workers for the collection of collocations. The candidates for the collocation
have been judged one after another by them

Among collocations described in this paper, the idiomatic expressions are quite burdensome in the development of the natural language
processing, since they do not follow the principle of compositionality of the meaning. Generally speaking, the more extensive collocational
data it deals with, the less the "rule systern" of the rule based natural language processing system is burdened. This means that it is quite
important to enrich the collocational data further.

Whereas it is inevitable that the arbitrariness lies in the human judgment and selection of collocations, we believe that our collocation data is
far more refined than the automatically extracted one from a large corpus which has been recently reported in some papers  [Honma, S. et
al, 1986, Church, K W. et al, 1990, Ikehara, S. etal, 1996, etc.).
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