혼합조립라인에 있어서 투입순서결정을 위한 신경망모형
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Abstract: This paper suggests a boltzman machine neural network model to determine model input sequences in line balancing process of mixed model assembly line. We first present a proper energy function, next determine the value of parameters using simulation process.
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1. 서론


본 논문은 혼합형 조립라인의 투입순서 결정문제를 신경망모형을 구현하여 풀고자 하였다. 혼합형 조립라인은 현재 대부분의 자동차 조립라인에서 적용되고 있는 방식으로서 다양한 모델을 생산하면서도 납기를 단축하고 동시에 동일 라인에서 다양한 모델들을 만들며 내고자 하는 것으로 경쟁력을 확보하기 위해서는 필연적인 조립방식이라고 볼 수 있다.

이러한 혼합형 조립라인에 있어서 복잡한 의사결정으로서 투입순서 결정문제가 있다. 투입순서결정(Sequencing)이란 하나의 라인에서 여러종류의 모델을 생산하고자하는 혼합조립라인에서 고정 사이클타임 방식이 적용되었을 때 모델간의 제조순서를 결정하는 절차이다. 그러므로 라인발반상의 결과로서 각 모델에 해당된 작업시간은 작업장마다 다르고 또한 순서를 정해져야 할 품목 갯수에 따라서 가능하게 가기하급소적으로 크게 증가하므로 인해 최적해보다는 근사해를 얻는 것이 바람직하다. 이처럼 복잡한 순서결정 문제에 신경망모형을 적용할 때 그 결과가 높을 것으로 예상되고 또한 신경망모형은 조립최적화 문제 및 제조부문의 여러 분야에 적용하는 동기부여와 추후 연구에 기여할 것으로 보인다.

2. 연구배경

2-1. 혼합형 조립라인의 투입순서결정

혼합형 조립라인의 투입순서 결정문제는 모델들의 투입간격 즉 사이클타임을 각 모델마다 다르게 하지 않고 모든 모델에 동일하게 하는 고정 사이클타임(fixed cycle time)방식을 적용한 경우에 발생한다. 이 경우 제품을 완성하는데 요구되는 작업량과 총 조립시간은 모델마다 다른 경우가 대부분이므로 작업장들은 작업부하의 불균형을 조례해게 된다.


2-2. 순서결정 문제에 신경망의 응용


미분강화법을 사용하는 경우에는 어떤 요소 x의 출력상태 u(x)는 오직 에너지변화량 ΔE에 의해서만 0 혹은 1로 결정된다. 즉

\[
  u(x) = \begin{cases} 
  0, & \Delta E < 0 \\ 
  1, & \Delta E \geq 0 
  \end{cases}
\]

그러나 SA법을 사용할 경우에는 각 요소들의 출력상태는 ΔE 및 온도변수 T에 의해 결정되게 된다. 즉

\[
  p(x) = \frac{1}{1 + \exp(-\Delta E / T)}
\]

\[
  u(x) = \begin{cases} 
  0, & p(x) < p(rand) \\ 
  1, & o/w 
  \end{cases}
\]

여기에서 p(rand)란임의랜덤수가 추출된 수에 의해 얻어진 확률값이다. 온도변수 T는 초기에는 큰 값을 갖지만 갑하음에 의해 점차 적으로 작은 값을 갖게 된다. T의 영향으로 ΔE < 0임에도 불구하고 u(x)값이 1이 되기도 한다. 이러한 변화에 의해 하나의 부분 최소치가 터져나 다른 최소치를 탐색할 수 있게 된다.


3. 연구내용

Hopfield의 TSP 신경망모형은 근거로해서 MAS에서 적합한 불츠만 미세온 신경망 모형의 하나로서 신경망 투입순서모형(NSM: Neural Sequencing Model)을 제안한다. 이 모형은 최적의 작업량을 최소로 하기 위해서는 각 품목들의 투입순서는 작업시간이 간 품목과 작은 품목들이 변하고가며 상이되어야 한다는 개념을 볼트만 신경망모델의 에너지함수에 적용한 것이다.

3-1. 혼합형 조립라인에 있어서 신경망 투입순서모형(NSM)
조립라인에서 생산해야 할 모델원유의개수가 n이라고 하자. 각 모델의 생산비용이 각각 N1, N2, ..., Nn 이며 생산비용의 총합인 N(=ΣNi) 단위간의 투입순서만을 정하면 된다. 신경망의 각 정보처리 요소는 어떤 단위의 맞게 투입순서를 갖는가를 표현해야 하므로 총 N² 개가 필요하게 된다. 따라서 신경망의 정보처리 요소들을 N x N 매트릭스형으로 표현하여 향은 투입순서를, 열은 순서를 결정하는 품목을 나타내게 한다. 본 모델에 사용되는 기호들은 다음과 같다.

N : 투입순서를 결정하고자 하는 품목 수
M : 작업장 수
uxi : 정보처리 요소(xi)의 출력
txk : 작업장 k에서 품목 x의 작업시간
Lex : 작업장 k의 작업영역 길이
CT : 모든 품목에 공동으로 적용되는 고정사
    이들 시간

볼츠만 신경망모델을 구현하는데는 무엇보다도 문제에 맞는 적절한 에너지함수를 만들어야 한다. NSM의 경우 제시된 에너지함수는 두 부분 E1, E2 으로 구성되어 있는데 E1은 가중치를 보정하기 위한 것이고 E2는 최적에 가까운 근사해를 얻기 위한 것이다. NSM은 E1과 E2를 동시에 감소시켜서 근사해를 제공하게 된다. E1은 아래와 같다.

\[
E1 = a \sum_{i=1}^{N} \sum_{j=1}^{N} U_{ij} U_{ij} + \beta \sum_{k=1}^{N} \sum_{j=1}^{N} \sum_{i=1}^{N} U_{ij} U_{ij} \\
+ \gamma \sum_{i=1}^{N} \sum_{j=1}^{N} (U_{ij} - N)^2
\]

첫번째 항에서는 각 품목은 하나의 투입순서 만드는 것으로 두번째 항에서는 각 투입순서는 오직 하나의 품목에 완료되는 방향으로 나타가도록 유도하고 있다. 그리고 세번째 항은 출
력이 1인 정보처리 요소의 개수가 N이 되도록 제한하고 있다. 이로써 가능한 해가 얼마 수가 있게 된다. 여기서 사용된 변수 α, β 및 γ는 임의의 Lagrangian 상수로서 각 항에 적당한 가중치를 부여함으로써 가중에 도달하도록 한다.

\( E_2 \)는 가능한 한 작업량의 작업영역 범위 내에서 작업이 완료될 수 있게 하는 형태를 표현하게 된다. 이를 위하여 NSM에서는 작업 완료시간이 작업영역내의 고정사이클시간 위치로 되돌아오는 것을 반복하면서 궤적적으로 고정 사이클시간 위치로 수렴하는 형태가 되도록 투입순서를 결정한다. 어떤 작업장에서 투입순서에 의해 처리되어야 할 품목들의 작업시간들이 평균 작업시간 즉 고정사이클시간 CT를 중심으로 분포되어 있으므로 모든 작업시간들은 평균이 CT에 근접하는 범위로 구분할 수 있고, 각 작업에 속여 있는 품목들의 투입순서는 이 접근법이다. 이러한 작업장태를 반영할 에너지 함수 \( E_2 \)는 아래와 같이 주어진다.

\[
E_2 = \sum_{x=0}^{\infty} \sum_{y=0}^{\infty} \sum_{z=0}^{\infty} \sum_{i=0}^{\infty} e_{xy} u_{x,i}(y_{x,i+1} + y_{x,i-1}) + \sum_{x=0}^{\infty} \sum_{y=0}^{\infty} \sum_{z=0}^{\infty} \sum_{i=0}^{\infty} d_{xy} u_{x,i}(y_{x,i+1} + y_{x,i-1}) + \sum_{x=0}^{\infty} \sum_{y=0}^{\infty} \sum_{z=0}^{\infty} f_{xy} u_{x,0} + \sum_{x=0}^{\infty} \sum_{y=0}^{\infty} \sum_{z=0}^{\infty} g_{xy} u_{x,0}
\]

여기서

\( d_{xy} = (-\pi_1 + \delta(\pi_2 + \pi_1))(t_{xy} + t_{xy} - 2CT) \)

\( e_{xy} = |t_{xy} - t_{xy}| \)

\( f_{xy} = |L_{xy} - t_{xy}| \)

\( g_{xy} = |t_{xy} - CT| \)

\( \pi_1 = \) 작업영역의 하한 한계손실비용

\( \pi_2 = \) 작업영역의 상한 한계손실비용

\( \delta = \begin{cases} 0, & \text{if } t_{xy} + t_{xy} \leq 2CT \\ 1, & \text{o.w} \end{cases} \)

\([A] = A\]를 초과하지 않는 가장 큰 정수

첫번째 항은 작업시간의 합의 평균이 CT에 가까운 품목들은 투입순서가 인접되어야 함을 설명하고 있고 두번째 항은 작업시간이 비슷한 품목들은 주기적으로 나타나야 함을 그리고 세번째 항은 작업시간이 작업영역의 길이가 가장 비슷한 품목 복 작업시간이 가장 긴 품목의 투입순서를 첫번째로 하고 CT값에 가장 가까운 품목의 투입순서를 세번째로 하는 것을 표현하고 있다.

따라서 \( E_2 \)를 최소화하는 것은 각 품목들의 완료시간들이 작업장의 작업영역내의 CT 위치로 되돌아오고 궤적적으로도 CT위치로 수렴하는 것을 의미하게 된다. 그러므로 총 에너지함수 \( E = E_1 + E_2 \)를 최소화함으로써 만족할만한 가능성을 얻게 된다.

3-2. 변수 값 결정을 위한 시뮬레이션
Hopfield의 TSP 신경망모형의 경우와 마찬가지로 간단한 사전테스트에 의해 NSM의 효율 및 실행 가능성을 에너지함수의 변수 α, β 및 γ에 영향을 줄 수 있었다. 일반적으로 변수 값이 클수록 실행 가능성이 순천히 도달하나 다른 실행 가능성을 더 탐색하지 않고 일찍지게 수렴하여 비리기 쉬운 성질을 갖고 있다. 물론 적은 값은 합당한 경우에는 반대 현상이 발생하여 많은 실행 가능성을 탐색하지만 정해진 탐색 횟수에서 실행 가능성을 수렴하지 못할 확률이 커진다.

이와같은 이유로 해서 적절한 변수 값을 얻기 위해서 수렴률(Convergence Ratio)용어를 정의하고 이에 근거하여 변수 값을 결정하고자 한다. 수렴률은 다음과 같다.

\[
\text{수렴율} = \frac{\text{총하십시오수} - \text{평행상태의 진입시점}}{\text{총하십시오수}}
\]

여기에서 총 하십시오 수 \( n \)은 초기온도가 \( T_i \), 종료온도가 \( T_f \)로 주어지고 운도강하율이 \( \phi \)로 주어진 경우

\[
n = \log \left( \frac{T_f}{T_i} \right)
\]

가 된다. 평행상태의 진입시점이란 에너지 값이 최종해로 수렴되기 시작하는 하십시오수를 말한다. 변수 값이 증가함에 따라서 수렴률도 대체적으로 증가하게 될 것이다. 수렴률이 미
리 정한 기준치에 초과할 때의 변수값을 선택한다.

그림 1에는 표 1에 제시된 간단한 예제에 대하여 변수값에 따라서 수렴률이 변화하는 것과 변수값이 (α = β = 20, γ = 19)로 결정되는 것을 나타내고 있고 그림 2은 선택된 변수값을 가진 에너지 함수가 실행 가능해 수렴해가는 것을 보여준다.

<table>
<thead>
<tr>
<th>생산모델 및 Nₐ=2, Nₕ=3, N₇=1</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>생산비율</td>
<td></td>
</tr>
<tr>
<td>사이클시간 CT = 85</td>
<td></td>
</tr>
<tr>
<td>작업장수 M = 5</td>
<td></td>
</tr>
<tr>
<td>작업시간 tₐ₁ = 85, tₐ₂ = 100, tₐ₃ = 95, tₐ₄ = 90, tₐ₅ = 97</td>
<td></td>
</tr>
<tr>
<td>작업량 t₈₁ = 70, t₈₂ = 80, t₈₃ = 83, t₈₄ = 90, t₈₅ = 84</td>
<td></td>
</tr>
<tr>
<td>t₉₁ = 95, t₉₂ = 70, t₉₃ = 65, t₉₄ = 80, t₉₅ = 70</td>
<td></td>
</tr>
<tr>
<td>비용계수 Π₁ = 5, Π₉ = 2</td>
<td></td>
</tr>
<tr>
<td>작업예비 L₉ = 100</td>
<td></td>
</tr>
</tbody>
</table>

![변수값에 따른 수렴률의 변화](image)

그림 1. 변수값에 따른 수렴률의 변화 (α = β = x, γ = x-1)

4. 추후 연구 과제


NSM을 개발하는데 있어서 에너지함수 및 변수설정 방법등에 여러가지 대안이 있을 수 있다고 본다. 이러한 대안모색을 넘은 연구 과제가 될 것으로 본다.
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