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Abstract

Integration of intelligent robot workcell is now a hot
issue in CIM and robotics area. This paper dealt with
relatively low-level essential  topics, i.e, multi-robot
coordination and real-time communication for the integration
of intelligent robot workcell. FFor the coordination of
multi-robot  system, the tightly-coupled coordination is
proposed using the various sensors. In order to handle the
numerous communication data, time-critical communication
network (Field-bus) is introduced and investigated. Finally,
intelligent robot workcell is suggested using the Mini-MAP
and Ficld-bus.

I, Introduction

Production automation system  or CIM  system  are
composed of workeells, which can exccute the collection of
works a category. These workcells cab be realized as
various types of composition, i.e. simple workcell has a robot,
and complex workccll has robots, scnsors, CNC, PLC, etc..
In order to increase the dependability of machine at process,
workcell becomes more complex and intelligent. Ullimately
collections of these intelligent workcells make the production
aulomation system or CIM system, namely workcell will be
the Dbasis of these intelligent manufacturing system,
Complex automation system can not be composed unless tlie
workeell becomes intelligent and systematic management.

Though many problem have to be solved for the
implementation of intelligent workcell, relatively low level
essentlial  topics(multi-robot  coordination and  real-time
communication for the integration of intelligent robot
workeell) is studied in this paper. When many devices
operate in a category, it is necessary or efficient to cooperate
two or more devices. In this case, in order to coordinate the
devices (especially, robots), sensors have to be used. [For
example, to grasp the movitg object on the conveyer, the
vision sensor is neceded.  Also, cooperation work of two
robots' will not be executive by simply using the command
of conventivnal industrial robot, but by using the force/torque
sensor for the force control.  Namely, 1o revise the operation
of robot by sensor data, kinematics and inverse kinematics of
robot  should be calculated in real time to control the
trajectory, Anolher advantage of this sensor-added-operation
is to correct the errors of equipment (robot) itself. Even
though the initial calibration and high precision, the
cquipment(robot) has its own error bound and accumulation
of errors by repeated use. These errors can also be

corrected by the assistance of sensors. These error
correction problem can also be achieved by the improvement
of equipment precision and structural design. But it is more
reasonable to use the scnsors instead of improvement of
precision  and  structure  with respect to the present
technology and cconomical point of view.

Another topic of our interest is the systemalic design of
workcell using network concept. As the workcell becomes
more and more complex the number of equipments and data
are both increased. Conventional point-lo-point serial/parallel
connection is too complex to communicate and realize the
workeell, Therefore, the network concept is introduced
among the workcells. First network concept introduced to
the manufacturing system is MAP(Manufacturing Automation
Protocol), which is the well~-known nelwork protocol widely
used. This network concept which has OSI 7 layers is
basically used among the workeell.  Recently. the mini-MAP
which has OSI 3 layers(1,27 layers) is used for the
real-lime communication within or among the workccll. But
further inspection of equipments and sensors within workcell,
most equipments have input and outpul data and relatively
small amount of data. Instead, sensors and actuators have
oulput data and relatively large amount  of data. So,
according to the features of sensors and actuators, the neced
of high spced one-directional communication network
increased{1]. In this paper, Ficld-bus is selected as such a
need.

Though many papers are published concerming about the
coordination of robots and the operations of manufacturing
system, few decalt with the coordination and systematic
opcration concurrently within the  workcell using
communication network. [2] implemented the coordinated
robot system, In this paper, two robots was driven
concurtently by using one computer, but those did not use
the sensors. This is the realization of kind of
trajectory-wise  coordination. Advanced trajeclory-wise
coordination which use force/torque sensor was implemented
in[3](tightlly-coupled). Bul these two papers dealt with only
the real-time coordination problem using a control computer,
and did not have the flexibility of addition of equipments or
sensors, because of lack of communication concept.

(4] dealt with multi-robol system using real-time
communication network, This paper proposed the distributed
module architecture with emphasis on the integration of robot
system using port directed communication concept!{7], but did
not mention about the compesition and operation of workcell.
[5]  suggests the real-time communicalion problem in
workcell, This paper propose the new bus access
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mechanism called ‘polled bus' which reduces the information
lonsing  rate compared to the 'token bus'. But, in
considering  the addilion time wusing the poll number,
communication time 'is increased compare to the token bus.
And [6] uses the existing loken bus LAN (Local Arca
Network) for the real-time coordination robols system, and
only analyze the performance for the low-bound time limit of
token bus mechanisms.

Under these circumstance, we propose the workeell using
coordination of cquipment and communication network.  This
paper is composed of like this: in next section, the structure
of robot workcell is addressed, and in section T, the access
mechanism used for workcell is mentioned.  And in scction
IV, the robot coordination is explicitly explained and the
implementation of robol workeell is followed in section V.
Finally, in section VI, conclusions are foltowed.

. Structure of Robot Workcell

In this seclion, components and protocols of workeell is
considered.  As mentioned earlicr, in manufacturing process
can be divided into small processes called workeell,  This
partition of manuflacturing process has many bencfit in the
aspect of ‘efficiency and flexibility. From now on, we
consider only the workcell {or the discussion and analysis of

manuflacturing syslem.

1. Components of Workcell
© Generally, workcell includes controller, robots, sensors,

CNC, PLC, and conveyer, ctc..  Also for the coordination of
two or mor¢ robots, force/torque sensor, tactile sensor, or
vision' sensor are essentially needed. In our lab, a simple
workeell is constructed using robot, controller, force/torque
sensor, and vision sensor.  This simple workcell will be used
for the rest of this paper.

2. Protocol used in Workeell )
For the communication of whole production automation

system,  MAP which uses 7 layers OSI reference model is
proposed by GM. The main purposes of MAD are to ofler
lemporal communication ordering composition as well as to
eliminate incompatibility between equipments. However,
MAP is too slow: 1o handle the real-lime communication,
relatively  high-speed  communication protocol called
mini-MAP is proposed. - Mini-MAP just uses 3 layers of
OSI reference model(1,2,7 layers) instead of 7 layers, so this
protocol is now widely used for the real-time communication
withih or among the workcell.

But, as thc intelligence of workeell is improved the
workcell uses more and more sensors and actuators, which
has the characteristics of one directional communication and
many data. - So, new protocol called Field~-bus which is
stimple in structure and chiel in price compared to the
mini-MAPDP is gradually adapted for communication of sensors
and actuators. The ‘benefits of using Field-bus are low cost,
casy installation and maintenance, and flexibility. The
standard or widely used specifications of communication
protocals of MAFP, mini-MAP, and Ficld-bus are summarized
in table 1. Up to now, usually two lypes of Ficld-bus is
proposed for the inlegration of sensors and actuators.(Fig 1,
and  2) The former(Fig. 1) employs mini-MAP  and
Field-bus for the construction of workeell. The sensors and
actualors arc located only in Field-bus., The later(Fig. 2)
employs Field-bus only for the construction of workcecll, ‘so
workeell is directly located to the mini-MAP.  In both
method, MAP is used [or the management and administration
of overall network, but the former(Fig. 1) has the more load
than the later(Fig. 2), because in the former workeell is

located directly to the MAD.

In this paper, the concept of former(Fig. 1) is adapted
for the construction of overall network, because this one is
more widely used than the later and.has more flexibility and
consistency.  So, the workeell is considered to be located in
MAP and consisted of mini-MAP and Field-bus. In this

ncxl subsection, the architecture of field-bus is studied.
TABLE 1. Communication Protocol

(PA! Process Automation CB: Carrierfland BB: BroadBand )

Frotocai Field bus Mimi -MAP MAP
) 31. 25kbps 5Mbps{CB coaxial, SMhps(CB coaxial,
transmission (P flber optics) fiber optlcs)
rate 1. 1. 25\bps 10Mbps (BB coaxial, 103bps (BB coaxial,
fIber aptics) {iber optics)
7502 coaxial cable | 750Q coaxial cable
50/125um 50/125um
Lwist pair fiber optics fiber optics
medium cable 62.5/125 um 62.5/125 40
(iber optics fiber optics
100/140 um 100/140
fiber optics fiber optics
topology star, bus {CB, BB} bus (C8,BB)
bus star {fiber optics) | star([iber optics)
a hundred o a hundred u(CB coaxial)
{ CB coaxial) a hundred m - a km
maximua 1800m(FA) a hundred m - a km (88 coaxlal
transmission| 750w( 14bps) {BB coaxial, .
- no repeater}
lengh $00m({ 1. 25bps ) ) no repeater) note: changable by
note: changat?le by condl tions
condi ticns
munber of 2 Jaz e 32 (c8)
station
J layer 3 layer
prrtocol (physical.data| (physical,data 7 tayer
architecture|link appllcatiolink, application
| In layer ) layer }
access token token token
method passing passing passing
on the
standization | consideration | international [nternatlonat
level of Internation standard standard
standard

s

"1

WORKCELL

Figure 1. System Conslruction: case 1

[

Mintans

Feidbus

Freig bus

WORKCELI,

Figure 2. System Construction: case 2

3. Architecture of I"ield~bus

Architecture of Field-bus consist of 1,27 layers of OSI
reference model.  In the st layer(Physical layer), a bus
topology supporting 32 slations per segment is generally
adapted and shiclded twisted pair or coaxial cable is usually
used for the communication media.  Link layer(2nd layer) is
consisted of MAC(Medium Access Control) and LLC(Logical
Link Control),

In MAC, which is the low level structure of link layer,
two access mechanisms  called master/slave  and  token
passing method are usually adapted for the control of
communication, This will be addressed explicitly later
section.  And LLC, which is the upper structure of link
layer, provides services such as SN, SDA or RDR, etc.
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Finally, application layer(7th layer) includes the basic
services and functions which is needed for the operations of
system, i.e, the functions which can alter parameter values
of equipments and, input/output the variables periodically etc..
Thus, in the funclions of MMS(Manufacturing Mcessage
Specification) of MADP, remote varable access and event
management functions arc adapted as the application layer
function in Field-bus. These functicns are sclected suitable
for the cxccution ability of the cach Field-bus.

In next seclion, the token passing access mechanism is
_applicd o the proposed network. And  through the
performance analysis, the feasibility of application of proposed
access mechanism which can realize the robot workeell is
addressed.

. Access Mechanism for Workcell

Standard specification of access mechanism of MAP and
mini-MAP is token bus mechanism. Token bus mechanism
is also selected as the Field-bus access mechanism. We
compare the token bus mechanism  with  the other
mechanisms and analyze the token bus mechanism for the
application 1o our workcell.

1. Comparison of Access Mechanism

Access mechanism of communication nctwork is largely
classified by their topology; namely, star, ring and bus
topology.  Tirstly, in the star topology, a main station is
used 1o connect all the substations in  the network.
Communication [or one subslation to another is directed to
the main station. The advantages of this topology are
simple control, casy trouble diagnosis and retrieval, and little
alfection of damages of a substation and line. And the
disadvantages are nondistributional control and failure of all
system by the damages of main station. These two featurcs
are falal disadvantage for the construction of network.

Secondly, in the ring lopology, all the stations arc
atlached to a closed loop and all the data transmission and
acknowledgement is performed using this loop. There is no
main or substations in this topology. This uses the
distributional control concept.  But after the arrangement of
stations to a ripg, change of the order and addition of the
stations is difficult.

Thirdly, in the Dbus topology, stations are simply
connected  to  the bus, which is the bidirectional
communication media. The main features of this topology
arc that all stations can transmit the data concurrently and
there is no need for the assignment of massage direction and
path, [In this topology, distributed control mechanism is used
in case of the data collision on the bus, so all thc station
has the function of processing ability by the distributed
processed  structure, Therefore, these is no function of
control processing struclure of assignment of communication
paths. By this feature, bus access mechanism is widely
used for the communication of modern network.

Among the bus access mechanism, CSMA/CD(Carrier
Sense Muiltiple Access with  Collision  Detection), Polled
busl5), and token bus mechanism is considcred as the
manufacturing network, CSMA/CD is widely used for the
communication mechanism of the LAN(Local Area Network),
but it is impossible to use at a real-time communication
because of unbounded communication delay. Also Polled bus
has the advanlage of Jow data missing rate, but the
communication tirme is larger than the token bus mechanism
because of the design of poll number. By these recasons, the
token bus mechanism is sclected for the communication of
mulliple robot workcell.

2. Token Bus Mechanism

Token bus mechanism receives/transmilts token which
has s specific bit pattern and controls media access among
stations. Only the station which possess the token is
granted to control the media for a speciflic time. And the
logical ring which possess the token is decided before hand
and this can be altered when needed.  After the transmission
of message, token moves to next ordering station. Token
bus is used for the communication access mechanism of
MAP and mini-MAP and is also used for existing many
field-bus. Thercfore {oken bus is sclected for the network
access mechanism which will be composed to ‘our Lab., and
its performance analysis is performed with emphasis on
average cycle limes and delay time for the feasibility study
to our network.

An expression for the average transfer delay of a token
ring can be derived as a special case of hub polling. The
following parameters are specified:

+ Xy = The control token frame length in bits:

- X - The average length of a data frame, including

overhead (with second moment X: )

+ R -» The channel bit rate in bits/second:

+ M -» The number of active stations on the bus:

+ t — The end~lo-end propagation delay in seconds:
and

» Nm - The average number of packet transmitted in
order to empty the bulfecr.

For the performance analysis the average cycle time and
delay time must be determined which assumed the
exhaustive service,

The following conditions are assumed in determining the
desired quantities:

« The arrival processes are statistically equivalent
Poisson processes with equal average arrival rates, A
[packet/sec]:

+ The walk time, w, between stations is constant and is
the same for every consecutive station pair;

+ The channel propagation times between stations are
equal and are included in the walk lime;

+ The packet length distributions, for random length
packets, are the same for packets arriving at each station.

« The number of stations is M, channel bit rate is R
[bits/second].

(1) Average Cycle Time
Let N, be the average number of packets with average

length X bits stored at a typical station when the go-ahead
poll arrives at this station. The common channel with
capacity R is then available to the station to transmit data,

and Nm—)(/R scconds are required to empty the station
buffer. To be more precise, Ny, in the expression for time

to empty the slation buffer, should include not only the
packets stored at the time service begins, but also those that
arrive during the time the station is receiving service. After
the station buffer is empticd at one station, access to the
channel is transferred to another slalion in a time equal to
the walk time, w. The length of an average cycle can thus
be expressed as

T.=M[ NnX/R+w] (1)

since the average lime to cmpty a station buffer and transfer
to the next stalion is the same for each of M stations.
The average number, N, of packcts thal must be

transmitted to empty a station buffer in the steady state is
determined by the average arrival rate, A packels/sccond,
and the average cycle lime T, as N,= AT. Then (1)
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can he combined and simplified to yield an expression for
T, as

Mw
1-MAX/R @)
The quantity MAX/R, which is the ratio of the total
average arrival rate to the network to the total capacity of
the network, was defined earlier as throughput, S, Thus

T, =

S=M1X/R 3

and a final expression for average cycle time is
. Mw_ y
T. 1=s (4)

(2) Delay Analysis
As stated previously, a basic perlormance measure for
polling networks is the average time, W, an arriving packet
at a typical station must wail belore reaching the head of
the queue in the station bulfer, This average waiting delay
can he divided into two component delays:
The waiting delay, W, in the station buffer while
other stations are being served; and '
The waiting delay, W, in the station buffer while

that particular station is being scrved.

Figure 3 shows the physical relationship between the
different waiting perinds, and they are related mathematically
by

W=W,+W, (5)

The pattern of activities for a polling network in a cycle
with average parameters is shown in Fig. 4. From the point
of view of a station i, the cycle consists of the time station i
is being scrved and the remaining time, during which it is
idle. The following calculation shows the relative size of the
average values of these limes, W, ,and W, The average
number of packels that must be transmitted over the channel
by a particular station while it is being served is expressed
N, = AT, The corresponding average service time for the

station  is N, times the channel service rate in
packets/second or AT X/R. Defining the parameter, o, as

o= A X/R (6)
the average scrvice time per station can be expressed as
T, as shown in Fig. 4 The remaining part of the
"average” cycle during which the station is idle is then, of
course, T{1—p). Now consider packels arriving at random
during the time, (1—p )T, which is the average length of
time that station i is waiting to be served.  The packets
arrive from a [Poisson process, and for such “random”
arrivals it is intuitive, when Lhe number of packets is large,
that the average time, W, that these packets must wait for
service is given by

m= =) Te (7

It can be shown that the arrival times are distribuled
independently and interval
[0, (1-p)T.] so that (7) is an cxacl result for

uniformly on the

p and T, constant, as is the casc for an avcrage cycle.
By using equation (2)and (7)

~Mwd—~p)
ViS00 -Mp) - (8)

The second component, Wy, of the ilolal average delay
experienced by arriving packets is the average time packels
must wait to reach the head of the gueue in the station
buffer after the station begins receiving  scrvice. The

average service time is ®: I'hus if X is a random

variable that represents packet length in bits, then its first

and sccond moments are denoted X, )?Z It follows that

Frckel
neelunl

Figure 3. Division of wailing times
or a typical packet

Service 3
Service stalon Service SBI"I|CE Service
atatlon | | W 11y statlon M { v stalion 1 station i
J Time
(1-#JTe Pl
= Te -+

FFigure 4. Cycle time
service time for a packet is X/R, and hence its variance is
( XPR*—(X/R)?),
of M/G/1 queue yields

Finally substitution in the delay time

_ AMAXYR?
W= =00~ 0) ©)

Throughput for the distributed qucue, or for the network in
S=Mai(X/R) in

the present application, is given by
conformity with (3) and (7), and thus

W= —<=""—r (10)
This expression {or Wy from the zero walk time nctwork is
added Lo the cxpression for W, to [ind the total delay W.
Thus, using equ.(8) and (10), W can be expressed as

v w - Mw(1-5/M) sx?

W=W,+W,= 3(1=S) SXR(1-8) (11)
Equ.(11) can be used to give the average waiting Llime

for packets at a stalion or average access time. The walk
time, w, depends on the average propagation delay between
stations, This delay is determined with the assumption that
transfer between any two stations on the bus is equal. The
solution to this problem in probabilily is well known. Also
the number of stations is large, and gives approximatcly
one-third the lenglth of the bus as the average spacing
between randomly chosen stations, or an average time delay

of -%- scconds.  Using Lhis average delay of % seconds,

the walk time can be cxpressed as
X ¢
==t .L. 12
w=g t3 . (12)
The average transler delay, T, can be ohtained with equ.(11)
by adding average propagation and packet transfer times to
yield

X, 1, Mw(l-S/M) Sx” (13)
RT3 200-9) 2XR(1—-9)

For fixed length packets, X°=(X)? and thus equ.(13), after
substitution of equ.(12), becomes

T=

+

_ X,  MXU-S/M) . (M-S) sX
T=R+t3+Ra=S T 6(1-9 TIRU-5
S

r- X 2-8 | MX(-S/M) (M+2-39)r
R 2(1-5) 7 R(I=9) 6=y
-——-(15
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For exponentially distributed packet lengths, X:=2(X)%

and the corresponding average transfer delay is given by
X MX,(1-S/M)  (M+2-39)r

= 16

T=r0=5 * RIS -5 19

Curves that show T versus S can be plotted from either
equ.(14) and (16). Specific results, however, depend on the

choice of the parameters M, Xt, r, Y, and R. In the

following section, we will consider the mecthods of robot
roordination.

IV. TRobol Coordination

In -this section, we consider the coordination problem
among the equipments within  the workcell, especially
coordination among the robots. Also the coordination
between robot and other equipment (i.e. conveyor ete) is
corresponded to robot coordination.  Robot coordination is
classified to point-wise and trajectory-wisc coordination, In
point-wise coordination, robot is operated according to the
point-to-point  movement. And in  trajeclory-wise
coordination, robot is operated according to the calculaled

trajectory values.

1. Point-wise Coordination

This cnordination can be realized by the command of
conventional  industrial  robots. That is, robots move
independently  to  the given target point by separated
controller,  But robots move in a same working space, there
is a possibility of collision during movement or waiting for a
ordering of works. So, the coordination of robot is needed
to solve this kind of problems. Of course, sirictly speaking,
this is not a coordination. But in a wide sense, this can be
considercd as kind of coordination because of the avoidance
of collision and ordering among robots. This coordination
can be classified to the coordination due to the independent
motion and serialized motion.

1) Independent Motion Coordination

Independent motion is the case that the robots are in the
same working space and operate the separatc works.
Operational errors of one robot do not alfect to the
operations of the other robots. Coordination is realized as
the collision avoidance problem.

2) Serialized Motion Coordination

When robots assemble several or more parts, ordering of
the operation of robots is needed.  Also the error of one
operation aflects to the operations of the other robot. So, it
is convenient to treat this coordinalion as a scparate one
with a independent motion coordination.  This coordination
“problem is considered recently, but it has little relation with
the subject of this paper. So it is not discussed further.

2. Trajectory-wise Coordination

It is impossible for two or more robots to move one
object using point-wise coordination. Each robot have to be
synchronized (o move one object concurrently: namely
trajectory synchronization.  The trajeclory synchronization
can not be realized using commands of traditional robot
languages, but be realized by the calculated trajectories.  In
order o do this synchronization, cach robot have to be
controlled by one main controller: namely, servo drivers of
each robot arc received the desired analog velocity signal
from one main controller. In this case the complex
computations like inverse kinematics must be performed
within the one sampling time of robot controller. For

example, the sampling time of FARA robot is 3Zmsec.
Recently, a few rtobols releasc their contents of controlicr
and driver, so cxtra hardware or software is not needed for
the communication and  synchronization. By this
synchronized control, intelligent robot system can be realized
by the feedback of sensor data. Intelligent robot system
handles many data by the addition of sensors, so there may
be problems ol communication burden. This problem wiil be
treated in other scction, and the only coordination problem is
handled in this section.

Trajectory-wise coordination is classified to loosely
coupled casc in which robots are synchronized without the
help of sensors and tightly coupled case in which robols are
not only synchronized but also controlled by the sensor data.

1) TlLoosely-coupled Coordination

Loose-coupled coordination is  synchronized by the
calculated trajectories of robots without sensors, but can not
be considered the position errors during the  synchronized
motion. Namely there is no force information to be caused
by the position errors, which makes the distortion of object
or overload of robots. So, loosely-coupled coordination is not
considered as a perfect coordination because it does not
correct the posilion errors and synchronization errors during
the coordination,

2) Tightly-coupled Coordination

Tightly-coupled  coordination  considers the
information for the correclion of errors as well as the
synchronization of motion between/among robots. One
example of this tightly-coupled coordination is that one robot
called leader is responsible for the position of the object and
the other robots called follower just follow the leader using
the force sensor data. By this tightly—coupled coordination,
true coordination can be realized with reduced errors and the
intelligent robot system can be performed.

Until now the possible coordinations of robots are
considered. Using these coordinations, several command

level operations are executed in the respect of Manufacturing
Message Specification(MMS).  Next will be the performed
example of network realization using existing cquipments and
communication protocols.

sensar

V. Implementation of Robot Workcell

This section introduce the workcell that we want lo
construct using the manufacturing communication network.

1. Communication Network
The workcell that we want (o construct need robots,
gatcway for the interfacing between  [Field-bus  and
Mini-MAP, and some scnsors. Medium access method in
the communication is token bus. These arc shown in the
IFig. 5.
Position data sampling time of the robot is 32ms, and
position computation is exccuted in the time.
In the Fig. 6:
case 1: Mcdium @ 5Mbps {iber oplics
Maximum number of stations @ 32
Transmission delay : 32 — 0.9ms
10 — 05ms
16ms is used lo process and computation in the LLC,
MAC, and physical Tayer. Then these values are usable.
In addition, fig. 7 and 8,
Case 2 @ Medium : 1, 1.25 Mbps twist pair cable
Transmission delay : 32 - 4.5ms(1Mbps),
3.62ms(1.25Mbps)
10 — 2.35ms(1Mbps),
1.89ms(1.25Mbps)
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Because these value are loss than 16ms, also these
values are also acceptable.  Consequently workcell operation
is not affected by using the Field-bus protocol with respect
to the communication delay time.

- Mini-MAP
1M - 1
Robot 2 l
Field-bus

I ll,...,] [v..,,, } D |

~or

Iigure 5. A example of Lhe system construction

vl tima t

Figurc 6. The relationships between transmission rate and
delay time

YN
i ///j
I

Delay hiee | [l

Figure 7. The relationship between throughput and delay
time(transnussion rale: 1Mbps)

Outay i 1 tra)

Teremimoe 3 "1 02 B o .aBeees

Figure 8. The relationship_between throughput and delay
time(transmission rate: 1.25Mbps)

2. Robot Coordination

In section IV, trajectory-wise coordination is considered
for the intelligent robot workcell, which can not be realized
by the industrial robot itself bul can be realized by one main
controller  which is interfaced to two rtobots. In this
subscction, the experiment of robot interface is discussed.

For the implementation of trajectory-wise coordination,
the robot is interfaced to. one computer. Velocilty command is
applicd per 2msec and position data is revised per 32msec.
As mentioned earlier, the robot motion is not affected by the
delay of communication network,

When two robot move without force sensor, the torgues
of each joints can be increase by the position errors.  So,
force sensor is used to one robot, resulting that the torques
of each joints do not increase and foliow the given
trajectories without any distortion of object and overload of
rohot joints.

V1. Conclusion

This paper proposed the robot coordination and the
applicability of Field-bus. Robot coordination is classified to
a point-wise and trajectory-wise. Also the later is divided
the loosely~coupled and tightly-coupled coordination. TFor the
IRS tightly-coupled coordination is generally used for the
coordination of equipments and robots. In the workcell level,
the Mini-MAP and Field-bus is used to connect the devices
and sensors and for the systemic management. And we
sclect the token-bus that we' will use in the network and
discussed the performance analysis of token-bus. In the
selection of access mechanism, polled bus reduced the
massage missing rate compared with the token bus. " But
token bus has a less transmission time than polled bus.

The next subject is physical implementation of proposed
syslem. Also before the implementation, the simulation and
reduction of transmission delay in the Field-bus should be
preceeded,
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