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Abstract: We are describing the architecture of a fuzzy logic
controller using pulse-width-modulation (PDM) technique
and a pipeline structure. Features of this controller are: A new
architecture for the inference unit, reduced chip area and less
I/O-pins. Additionally we present two different rule-bases:
one hardwired with reduced chip-area and the other
programmable for prototyping. Also an architecture of a

parallel minimum-gate is shown.

Introduction

In the recert years there has been an increasing interest in
methods for realizing efficient digital fuzzy controller hard-
ware suitable for integration /1,2,3/. First implementations /1/
show a high flexibility but need a large amount of chip area.
New architectures proposed in /2,3,4/ restrict the degree of
overlap of the membership functions (MFs) and lead to a
reduced amcunt of chip area. This paper presents an extension
of these methods.

A typical fuzzy hardware controller consists of the following
building blocks:

1. Fuzzifier unit

2. Rule-base

3. Inference unit

4. Defuzzification unit

In this communication, we will show that the first three of the
building blocks mentioned above can be implemented with
reduced hardware requirement but without reducing the speed
of operation. This is achieved if the input and output signals
are pulse-width-modulated (PDM) and if the internal
operation is also based on PDM-signals. In this case the rule-
base is hardwired. For prototyping we also present a
programmable rule-base.

Fuzzy Operations with PDM-Signals

The described controller uses only the minimum- (MIN) and
maximum- (MAX) operators. Using AND-gates and OR-
gates it is very easy to calculate the MIN and MAX of PDM-
signals /5,6/. The hardware requirement is very low. Since it is
not very difficult to build a voltage or current to PDM
converter, a fuzzy controller using PDM signals usually
requires less I/O-pins and less chip area than other methods.

Analysis of the MIN/MAX-Algorithm

The algorithm is based on minimum- and maximum-
operations. The "crisp" output value will be calculated using
the center of gravity (COG) method. The basic principle of
the wellknown algorithm is depicted in Fig. 1. The calculation
of the "THEN-PART" (a-cut and combining the MFs Cx’ to
one resulting output function C*) usually takes N time steps.
N is equal to the x-resolution of the MFs. Therefore, if the x-
resolution of the MFs is 256 (8-bit), N=256 time steps are re-
quired. This part of the controller limits the speed of
operation,
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Fig. 1. Principle fuzzy controller algorithm

Clearly, using pipelining, all other parts of the controller do
not reduce the speed of operation of the complete system, if
their internal speed of operation does not exceed this limit.



Architecture

A Fuzzy-Controller system consist of the following blocks:

1. Fuzzifier

2. Rule base

3. Output MF-Generator
4. Defuzzifier

5. Control unit

Our architecture uses a 4-stage-pipeline which consists of the
following stages: Fuzzifier, Rule base, Output-MF-Generator
and Defuzzifier.

In the following paragraphs these blocks will be described.
The resolution is 3-bit, so that one main clock cycle takes 256
system clock cycles. Every stage of the pipeline requires one
main clock cycle.

Implementatior: of the Controller Blocks

1. Storing and reconstructing membership functions

It is well known, that most fuzzy applications require only a
limited number of MFs with an overlap degree of 2.
Therefore, we restrict the number of MFs to 8 for each input
and to 8 for each output. It should be noted that these
restrictions are not disturbing. They lead, however, to simple
circuits. The MFs (see Fig. 2.a) are stored by the memory
blocks "even" and "odd" in the following manner /3,4/;

First, the MFs are numbered starting with the leftmost MF
(MFO0). The even MFs will be stored in the "even" memory
block, all odd MFs will be stored in the "odd" memory block.
Since the overlap degree is 2 none of the MFs overlap each
other in each memory block.! In order to reduce the amount
of the required RAM, the MFs are stored in a compressed
form (Fig. 2.b, 2.¢c): The first memory location k=0 contains
the start value mg. Each of the following memory locations
0 <k <kmax contains first the point on the x-axis x where
the next change of the slope occurs and second the slope my.
Obviously triangular and trapezoidal MFs can be stored in a
very compact form. The storage of MFs with arbitrary shapes
is also possible.
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Fig. 2. Compressed storing of the MFs

1 1f the overlap degree q is greater than 2, we need q memory blocks.

For 8 membership functions (see Fig. 4) we need no more
than 56 bytes of memory (8-bit resolution).

The reconstruction of the original MFs from the stored
information can be done by the following procedure (Fig. 3.):
At x=0, the start value mq will be read from address k=0 of
the slope memory and stored into the adder. During the next
system clock cycle (x=1), the contents of memory location
k=1, m; (slope memory) and x; (position memory), will be
read. During each of the subsequent system clock cycles, m;
is added to the contents of the adder as long as x<xj. Now,
the contents of the memory location k=2, my and x5, will be
read. Again, as long as x<xp, my is added at each system
clock cycle to the contents of the adder. This procedure will
be repeated for x<xyax-
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Fig. 3. MF-Generator

2. Fuzzification of PDM-signals

Fig. 4 depicts the architecture of the fuzzifier. In this and the
foliowing figures the latches which separate the pipeline
stages are not included. With each system clock cycle new
MF-values are produced by the MF-Generators. Therefore,
a resolution of 8-bit results in 256 values for each main clock
cycle. The MF-counter generates the numbers h and h+1 of
the MFs which are actually the outputs of the MF-Generators.
In order to save wires, only the number h is delivered. After
the input signal I returns to zero, the corresponding MF-
values and the MF-number h are stored for further processing.
This completes the first stage of the pipeline.
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Fig 4. Fuzzifier for PDM-Signals

The D/PDM converter transforms the stored MF-values into
PDM-signals. This belongs to the second pipeline stage
denoted prior by "rule base". An example is given in Fig. 4.
The duration of the input signal I is 183. The output of the
even MF-Generator delivers a MF-value of 128 since MF 6 is
active. In the odd MF-Generator, MF 5 is active and the
corresponding MF-value is 204. Therefore h=>5 is stored in the
MF-counter.
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3. Rule base

We present two different architectures of a rule-base. The first
one uses PDM-signals and is hardwired. So the hardware
requirement is very small and there is a high flexibility. The
second rule-base is programmable. This part of the controller
is the second pipeline stage.

3.1. Hardwired rule-base with PDM-signals

In contrast to some traditional hardware realisations, this
architecture allows the MIN- and MAX-operations on the
fuzzified values without increasing the speed of operation and
the amount of hardware substantially. It is also allowed to
combine rules with the MIN- or MAX-operators. An example
is given in Fig. 5.
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Fig. 5. Architecture of the rule-base using PDM-Signals
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Depending on the value of the MF-number h, the MF-
DEMUX-unit switches the even and the odd signal to the
wires MFO to MF7. If two or more rules using the same
output MF’ (e.g. see Fig. 8: rule 1 and k), the rule with the
highest a-value will be used. This is easily realized using a
wired OR. The MF’-MUX output signals o[ are then
converted by the PDM/D converter into digital values o*; and
stored. This is the end of the second pipeline stage.

Obviously the rule base architecture offers flexibility, high
speed operation and small chip area.

3.2. Programmable rule-base

Fig. 6.a. shows a typical rule-base and how to store it. The
architecture of the unit for calculating the rules is shown in
Fig. 6.b. . This unit works sequential and with every clock
cycle one rule will be calculated. Using a resolution of 8 bit
256 rules could be calculated in one main clock cycle. For
most of the applications this is enough.

The “if-part” of the rules steers which wy-value of the MF-
generators is switched to the MIN-gate. For example see Fig.
4. . If the input value is 183, the MFs 5 and 6 are active.
Depending on the number of the subpremisse (stored in the
rule-base memory) ag respectively e is switched to the
MIN-gate if this number is equal to h or h+1. Otherwise
‘zero’ is switched to the MIN-gate. This will be done in
parallel for every input of the MIN-gate. The output value of
the MIN-gate represents the trouth value of the rule. If this
value is greater than the value stored in the corresponding
register (on of RegO - Reg7 which represents the output
MFs), the new value will be stored. After 256 clock cycles the
values of the registers Reg0 - Reg7 will be transferred into
Reg0’- Reg7’ and could be used in the next pipeline stage.

then O is X3 = 001101 .. 011
then Ois X5 = 100010... 101
then Ois X3 = 000111 ... 011

if In1is A1 and in2is B5 ...
if in1 is A4 and In2 is B2 ...
if In1 is A0 and In2 is B7 ...
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Fig. 6. Programmable rule-base
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Fig. 7. shows an interesting architecture of a multiple input
MIN-gate e.g. used in our unit for calculating the rules. The
operation speed of this gate is nearly independent on the
number of inputs and it is very easy to expand the number of
inputs. Additionally the hardware requirement is very low. A
prototype of a 2.5um CMOS implementation is shown in fig.
7b. .

4. Inference unit

The new architecture of the inference unit described in this
chapter is basec¢ on the assumption that the degree of overlap
of the membership functions is 2. Again two memory blocks
denoted by odd and even are used for storing the output MFs.
Fig. 8 depicts the architecture for one controller output with
inference unit (third pipeline stage) and defuzzification. The
operation of the MF-Generators are basically the same as

described before. The output values of the rule base a*; (see
Fig. 6) are fed into two 4x8-bit multiplexers, steers by the
number of the active output MF.

The inference for the even MFs will be shown in the
following. On every system clock cycle the MF-Generator
delivers a new value. Depending on the number of the active

output MF the MUX switches the value o*j of this MF* to
the MIN-gate. The MIN-gate limits the values of the MF-
Generator to the output of the MUX. Obviously the output of
this MIN-gate corresponds to the "even" part of the resulting
output function. The output of the "odd"-part is generated in
the same way. The MAX-gate combines the "even"- and the
"odd"-part to one resulting output function.
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Fig. 8. Inference unit and Defuzzification

The advantages of the architecture are reduced memory (only
two memory blocks) and a constant operation time not
depending on the number of active rules.

5. Defuzzification

The controller uses the COG method for defuzzification. For
calculating the center of gravity we have used the algorithm
shown in /1/. For an optimal pipeline architecture it was
necessary to integrate the adders for calculation of the counter
and of the denominator in the third pipeline stage. The
division is executed in the last pipeline stage. Because every
stage of the pipeline takes one main clock cycle, we
implemented the devider by an adder to save chip area.

6. Control unit

The control unit steers the pipeline and generates the
following signals:

1. The system clock cycle (input clock dividing by four).

2. The main clock cycle (system clock cycle dividing by the
x-resolution).

3. A power-up reset.

SUMMARY

The use of PDM-signals allows to realize an architecture of a
fuzzy controller with reduced chip area. A prototype of the
controller with two inputs, one output and a resolution of 8-
bit is implemented on FPGAs. We programmed the controller
for an inverted pendulum with 19 rules and 7 MFs for each
input and for the output. This takes less than 850 CLBs of the
used four FPGAs (Xilinx: XC3090-100). This corresponds to
about 10.000 gates. With an input clock of 6 MHz we
achieved 6.000 controller operations per second. Future work
will speed up the controller with an ASIC-realisation. We
expect to increase the operation time by at least 5 times.
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