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The base of proposed decomposing
approach is nultilevel process of
agregation (simplificative transforma-
tion) of the description of the project
structures. The new classification of
fuzzy choice operators is suggested to

obtain the decomposing correlations.

One of the most important tasks which
occur in designs of modern complex
systems is to choose a preferable
projects out of a set of feasible
project options which can be obtained
from some physical consideration or
from existing experience on similiar
systems. This task, in general, cannot
be solved by direct usage of conventi-
onal choice techniques for all the
possible projects, due to explosion of
calculation. The only way to overcome
such difficulties is to use some decom-
position technique. We propose a new
decomposition approach, which is based

on a multilevel aggregation of project

descriptions; namely simplification of
the detailed description of the system
into the more general description.

Let X be a set of all possible
variants of complex system to be
designed. Each element x & X might to
express,for example, a set of parametrs
spesifying the system.

Some tasks in the design of complex

systems can be featured by fuzzy choice
In fuzzy choice a numeric function
b X > 10,11 is generated. The values
of the function u.(x) can be considered
as a degree of preferability of element
x on the set X. All information about
preference on X is contained in the
fuzzy set:
PO = {x i, (x3), xeX, My X=2>10:113, (1)
where ¥ is an operator of fuzzy choice
which 1is determined on all possible
subsets of X. Suppose the fuzzy set (1)
is not empty: uXCx) > 0 holds at least
for one xeX. It is considered that
pXA(X) = 0 for each x&XnX'.

Fuzzy choice is sufficient for most

tasks in complex system designs.
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In particular it is of@en possible to
formalize only part of requirements for
the system being designed. Therefore,
the choice should be carried out in two
stages, At first a set of projects must
be chosen which satisfy the formalized
requirements, and then the final choice
is made on the basis of some empirical
procedure. In order for the approach to
be effective it is necessary for the
set chosen at the first stage to have
some optimal property. It can be
provided by attempt some choice varia-
tions of the projects that satisfy the
requirements with a degree greater than
some fixed threshold value.

To fofmalize the last procedure we
introduce the family of the choice
functions

CUCX) ={xeX| ux(x) > v o)

At first, C (XD with a level v is
extracted. It can be either too small
(in such a case we can not get satisfac-
tory requirements) or too lagre (in this
case, the experts will not be able to
use this information). In such a case
further enlarging or shrinking of set
CU(X) (i.e. decreasing or increasing v
respectivelly) is required. ¥e shall
refer to this procedure as choice
variation. The range [a; 3) of varia-
tinon is determined a priori or by some
empirical consideration.

Definition 1. Numerical functions

g, o X->[0;1]1 are called la; -
equivalent on X, if the following

suffices: y x € X’
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n{x) fa, - if g (x) £ a;
(X = p(x), if adpux)<p;
n{x)z2p, if w{x) 2 3.

In a case of choice, when variation
of choice is és%dmed, decomposition
procedure has to define some more simple
la; -

numeric function n, , which is

equivalent for origin function uy, = wxd

Assertion. Two sets of level vela;
defined by functions Hy and Ty SX-210; 1
are equivalent if,and only if, functions
Hy and T, are {a, B)-equivalent on X.

The main problem is how to calculate
C,t(X> if dimensions of set X 1is very
large. In order to achieve this two
concepts are important: decomposition
and agyregalion.

Decomposition of the choice task is
a process in which we try to obtain such
expression of set X and choice operator
¥, that problem of calcucation W(X) is
more easy. Aggregotion is the process
by which X mapped into another space i
{a lower dimensional space which should
be more tractable then X).

The furzy choice scheme which defines
the operator ¥ is very difficult to
implement in real tasks. In practice.
the decomposition approach discussed
above is useful especially in the case
that a task is simplified by aggregating
Lthe projects and by organizing the fuzzy
choice task on the aggregated level.

The decomposition should be organized
such that the main part of the options
from X will be adopted or rejected by
the relativelly simpler choice at the

agqgregated level. To carry out the



decission for other options an addition
choice should be applied.

The aggregation process is described
by the following equation:

x=F(x), xeX, xeX, (@
vhere F is some operator of aggregation,
and i is a new set of projections, on
which a simpler fuzzy choice operator i
is defined. Here, let us examine only
the case where the decomposition
includes only one stage of aggregation
{(2), without loss of generality.

As for the aggregaling operator F,
it should be noted that F must have
reverse operator F' and satisfy the
some conditions, which will be formulate
later.

This simplification enables to
determine the fuzzy set of preferable
project options at hhe aggregated level
&(i). It’s obvious that for restoring
set i(i) from set ¥X), the numerical
functions ¥ and i should be co-
ordinated with the aggregating operator
F.  We shall give the definition of some
classes of aggregation,which corresponds
to the situation where projects features
are changed only in some restricted
limits. We consider that operator F
defines one-to-one reflection.

Definition 2. Fuzzy choice operators
¥, i and the agqreqgating operator F are
in the limited (ncoordination (6-incoor-
dination) condition if the following
inequalities hold for any iei, xeF ' (XD

Fp(0-6 S p, 0 SHg (06,

Let us formulate characteristical
conditions for operators of fuzzy choice
which would be of use to obtain decompo-

sing relations. Consider that CV(X)¢®

suffices for any vela,3) and set X.

sup w,(y), if X'#@;
yex- o
Let y(X")=
0, if X’'=0.

y (X') determines such a threshold
value of level for each unempty X’'¢< X,
that C (X2 n X'#@ is true for any v €
el0; y(X’)). Besides that, value y(Xx\X"2
determines such threshold valueof level,
that for any v € [y{XxX'D); 1) sets of
levels € (X0<X’ or C (X0=0 is true.

Definition 3. The fuzzy choice operator
¥ is said to satisfy on an interval

(a;3) the condition:

(a) of summing (denotement: ¥ € S[a,ﬁ)),
if for any X’'<X functions H, and My .

are (o, -equivalent on X',

(b) of constant (denotement ¥ ¢ K[a-B>)'
if for any X' < X, so that y(X’) > a,

functions u,, and uare La, min(y{X"J, 31

X
-equivalent on X’;

from y(X) < 13 the

and also for
any x < X,

py . O <maxla; y(X)) follows.

(e) of independence of the rejected
options (denotement: ¥ € U{Q;BD)’

if for any X'<X so that y(X" I>p(X>X"),
(XY o, pOXNKT) £,

functions Hy
and w,  are {max( «; pOXNX"2 3

minC y(X'3; 82 D-equivalent on X .
(d) of level’s heredity conditions (de-
notement: ¥ ¢ &E), if for any X' < X,
x € X', so that

w, (x> v follows
A
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px,(x)'> v . .
The following lemmas use the
conditions are formulated above to

simplify the choice task.

Lemﬁa 1. Let Wdha,ﬁ)and for set X’

X2 { x"&X| ux(x')>a ¥, X'#0 is true.

Then numerical functions Uy and ux,=W(X')

are la; min(y (X);(3)) -equivalent on X.

Lemma 2. Let We&h n ﬂuxﬁ)and for
n
U x't =y,
1=1
¥(X)>a, set {x'e X| max u 1(x’)>a %0
izt ,n X

Then numerical functions

some sets X' < X, i=1,n,

is defined.
Hoy and u X,=@(X’) are [o; minCyCX);3))

-equivalent on X.

Lemmas 1, 2 allow to replace the
choice perfomed on the whole permissible
set X, with the choices on its special
subsets. Obviously these lemmas genera-
lizes the known properties for choice

functions which are satisfied by the

condition of independence of rejected

options and Plott’s condition in the

case of fuzzy choice operators.

lLet us introduce notation C;=F"(Evti)).
Then, the following theorem holds.
Theorem. If the conditions of 6-inco-

ordination are satisfied for ¥, & and F,

then the numerical function Ny beaing

la; B)-equivalent to initial function

u, = X is given as

if x e X\NC s,

if x € Cé+5‘;

pop(xd, iIf xeC&_dz\Cé+éi;

o,

yxeX Ny(x)= 1,

where
([ {x}, if ¥e S(a,ﬁ>;
{x; y}, where y € Cé+61 -arbitrary
option, _if ¥ e Kra B
Y= 1 Carse Y Co (Cogy Cs, )
if ¥eH n ﬂ:a,ﬁ )
c&'éz ’ if ¥e D[a,B y?
L X, in other cases.

The proposed method of decomposition
in connection with fuzzy approach allows
us to replace a difficult choice task
with a more simple choice task on the
aggregated level. This approach is based
on aqggregation (or simplification) the
project options described on a permis-
sible set. Classification of fuzzy
choice operators allowed us to formulate
correlations which are the base of de-
composition methods to solve the choice
tasks.

Naturally it is not always

possible to specify the aggregate
expressions (2) to given design task,
but there are many cases in which the
proposed aggregation technique is effec-
tive. Thé aggregation of such classes
must satisfy the coordination condition
for choice at the initial and aggregated
levels. It should also be stressed that
checkup of coordination conditions must
be based on the analisys of technical
specifications of the sphere of the

designing.
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