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Abstract

A new efficient coding system which can transmit
video conference or videophone signals at a 64Kbps
is proposed. In addition to the interframe and CRC
( Conditional Replenishment Coding ) system, BTVQ
( Binary Tree-searched Vector Quantizer ) and RLC
( Run Length Coding ) methods are incorporated.
Double buf%er memory is used for simple control of
channel symbol transmission and memory underflow.
And also, buffer memory overflow is easily contro-
1led by the thresholds of a MAD ( Moving Area Det-
ector).

1. Introduction

When we attempt to transmit image signals through
a digital transmission line,we meet with a serious
problem that bandwidth expands enormously. And so,
two different efforts have been attemped to solve
the problem.One is to replace the existing digital
transmission line with a high quality one such as
optical fiber which 1is capable of transmitting
much more information. The other is to lower the
necessary bit rates to transmit image signals to
the minimum level without 1loss of fidelity by
compressing them which contain much redundancies.

In any case, to lower the bit rates is very desi-
rable one on the economical viewpoint. And so,
various image compression techniques have been
reported since 1970's,they can be classified three
groups[1]. One is transform coding methods [1,2,3],
another is predictive coding methods {1,4], and
the other is vector quantization methods [1,5,6,7].

Considering the above method's advantages,in this
paper, we construct a system which can compress
videophone or video conference signals to the 64
Kbps level by incorporating an interframe coding
which has the highest reduction rate among redund-
ancy reduction techniques, conditional picture
element replenishment coding which is very useful
in the case of low-to-moderate movement images,
BTWQ which 1is suboptimal but requires far less
searching, and RLC.

We simulate the system using inside and outside
training sequence images to verify a stability of
the system. And the performance is evaluated on
the basis of SNR, average distortion, memory requ-
irements, and computational coplexity.

This paper is orgainzed 4 chapters: ch. 1 deals
with an introduction, ch. 2 shows the entire block
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diagram of the system proposed in this paper and
provides detail explanation, ch. 3 represents the
results and methods of computer simulation, and ch.
4 concludes this paper.

2. Hybrid Coding System
The basic block diagram of the hybrid interframe/

BIVQ coding and decoding system proposed in this
paper is presented in Fig. 1.
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Fig. 1. Block diagram of the Hybrid Coding System.

{b) Decoder

At the transmitting end, first, interframe diffe-
rence signals are calculated using the previous
frame buffer memory values and led to the moving
area detector. Moving area detector, then, decides
whether vector quantize or not using given thresh-
olds. If a vector turns out to be a moving area,it
passes through the BTVQ and an output index of the
BTVQ is led to the RLC. If the vector proves to be
a non-moving area,an index "0" is delivered to the
RLC. Run length coded signals are, then, stored in
buffer memory “A" for the odd frames and in buffer
memory "B" for the even frames. When buffer memory
"A" is written from the transmitting end, buffer
memory 'B'" is read out to the receiving end and
vice versa.

At the receiving end, decoded signals can be rep-
roduced through the reverse operation described
above. The following 5 sections give somewhat more

detail explanations of the system.



2-1. Interframe Coding

These methods use the characteristics that image
signals have much redundancies in the time domain.
And so, they code only the difference signals bet-
ween the current input vector and frame butfer
memory value. As a result, the first order entropy
(Gray level) reduces and the number of bits to be
transmitted reduces accordingly [8,9,10,11}. Among
varicus redundancy reduction techniques these met-
hods have the highest redundancy reduction rate {9,
10]. Specifically, in the case of low-to-moderate
movement circumstances such as video conierence or
videophone, these methods can provide better perf-
ormances.

In this paper, we use a (192%128) frame buffer
memory with 256 gray level to calculate the diffe-
rence signals between actual input signals and the
values of the buffer memory. The buffer memory va-
lues are refilled with the reproduction vector
which corresponds to the channel symbol of the
BTVG when an input vector passes through the BTVQ,
but remain to the previous values when an input
vector proves to be a non-movement area.

After a frame is executed, the buffer memory can
be considered as the decoded output unless we con-
sider the channel errors.

2-Z2. Conditional Replenishment Coding
This technique is mainly companied with the inte-

rframe coding system. Conventional CRU system
codes selectively the pixels which show large
difference between two succeeding images, and tra-
namit the difference value along with the address

which indicates the position of the pixet. In high
compression system, however, the address bits
become nuisance in bits rate reduction.
Considering the statistical characteristics of
the videophone or video conference images, in this
paper, we incorporate a VQ method, and assign one
bit "0" to the vector considered non-movement area
and vector quantize to the moving area. A bit "1V
1s added to the MSB ( Most Significant Bit) of the
index of BIVQ to distinguish between the vector
quantized one and not. MAD ( Moving Arca letector)
decides whether vector quantize or not using given
thresholds, and the threshoids are controlled by
the occupancy of the buffer memory.

2~3. BTVQ

BTVQ is a kind of VQ methods.General VQ provides
high reduction rate, and can accomplish a perform-
ance arbitrarily close to lower bounds provided by
Rate-Distortion theory [7] in a given rate by enl-
arging vector dimension [1,5,6]. But it has some
shortcomings as follows.

First,it takes too much time to search a codewors
which gives minimum distortion among codewords
stored in a codebook. Second, it needs much memor-
ies to store the codebook. Third,the decoded image
shows blocky effect in general. Forth, the system
can be unstable for outside training sequence ima-
ges [1].

But the interframe/BIVQ presented in this paper
can overcome all of them except the memory requir-
ements problem. The system is suboptimal but requ-
ires far less searching time, and also stability
and blocky effect problems are improved [6,12].

The structure of the BTVQ codebook is depicted in
Fig. 2.

The number of codewords OW in this paper is taken
to 512 for simulation purpose. More codewords,
however, would be appropriate for practical purpo-
ses. The exepansion of codewords does not affect
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largely on bit rate in this method. To design
the codebook,splitting method [1,5,6,13] were used
and parameters were taken using trial and error as

0.001 for threshould and 1.0 for delta.
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Fig. 2. The Structure of BTVQ Codebook.

The distortion caused by reprodycing an input
vector X by a reproduction vector X is represented

as D { X, ), and squared error distortion is
used for this ;ystem as 1in equation 1.
D(X, Ry =-%d - %112, (1)

. sl .
and vector dimension k = 64.

Therefore the rate of the BTVQ is

R = log, CW bits/vector, (2)
log, 512 = 9 bits/vector,
vo- Rk bits/pixel, (3)
Uik = 0.140625 bits/pixel,
computational complexity is
K = 2 * R distortions, (4}
and memory requirements is
M= 2% W -1 vectors. (5)
For the full search VQ,
K - CW distortions, (6}
M o= W vectors., (7)
Although the memory requirement is increased

almost doubled, the number of distertion computat-
ione  is drastically reduced.

Z-4. Run Length Coding

1o transmit the "0" bits somewhat more efficient-
ly, we adopt the RIC {14,15,16]. The indexes of.
the BIVQ are run length coded with fixed rate by
simply adding 1" to the MSB of the indexes. The
"0 bits being penerated frequently in this system
are also run length coded with fixed rate for
simplicity. We considerd 4 bits with leading "'0"
indicating normovement area. Fig. 3 dipicts the
bits allocation.

SERNENOCED
(a) For the Inedexes of BTVQ.
G
(;) ;b;-t;; Non-movement Area.
Fig. 3. Bits Allocation of the RLC.
2.5 Buffer Memory

In this system,the rate of data generation varies
with the amount of movement.and so,a buffer is ne-



cessary to transmit the data with fixed rate. The
buffer memory has a double memory structure in
this system for easy control of underflow and data
transmission. They are constructed of two 2.2 Kbit
memories.

While the data are written into buffer memory "A",
the data in the buffer memory "B" are read out. In
the succeding frame, the buffer memory "B" are w-
ritten while the buffer memory "A" are read out.
When the data generation rate is less than the
rate of 2.2 Kbit/frame, the data fill up only
a part of the buffer memory. Thus, insignificant
data which had formerly been written remain in the
rest part the memory. Although the whole data 1n
the 2.2 kbit memory are transmitted, only the
significant data are decoded at the transmitter.
Therefore no buffer memory underflow occurs in
this system{9].And also,the buffer memory overflow
is controlled by changing the thresholds of moving
area detector according to the buffer memory occu-
pancy.

3. Methods and Results of Simulation.

In the simulation, efforts are mainly devoted to
the design of codebook of the BIVQ.We have to have
a training sequence to design codebook. Therefore,
we first construct the training sequence by selec-

ting subblocks which satisfy given conditions from }§

interframe difference images made from two cons-
ecutive or far away more than one frame images.

The images used for making the training sequence
are 16 frame consecutive images named ELL101 -
ELL116. The images are of size (192 * 128). The
difference 1images are subdivided into (8*8) subb-
locks. And the subblocks constitute a vector each

To be the training sequence,the vector must sati-
sfy a condition that average distortion is greater
than 3 or number of pixels, which are greater than
12, is greater than 8. The values were taken sub-
jectively by author. In this way, we constitute
4096 training sequence vectors.

Using the training sequence, then, we design the
512 level codebook by splitting method mentioned
in section 2-3. Fig. 2 shows the structure of the
binary tree codebook, where the sequence of node
indexes searched by the BTVQ become a channel
symbol of the imput vector.

Thereafter, we simulate the system for evaluation
of performance using inside and outside training
sequence images. The performance is evaluated on
the basis of SNR, average distortion per pixel
presented, in equation 8 and 9 respectively.

E{ nxn'?
TECDONR)

SNR = 10 * log;, (8)

AVEDIS = 58D (xi - f1 ) (9)
#tist uhere L is # of bubblocks

The results are summarized in table 1, and the

resulted images not only for inside and outside
training sequences but also for scene changes are
shown in Fig. 4.

Table 1. The Results of Simulation.

SNR | Avgdis/pel
Inside Train. | 24.72 4.84
Outside Train. | 27.44 3.69
Scene Change 8.12 34.03

(a-1) Original (a~3) Result

(a-2) Buffer

(b-2) Buffer (b~3) Result

(c-1) Original

(c~2) Buffer (c-3) Result

Fig. 4. The Resulted Images for the
(a) Inside Training Sequence image.
(b) Qutside Ttaining Sequence Image.
{c) Secene Change.

4. Conclusion

This paper has described a hybrid interframe/BTVQ
coding system which is capable of transmitting vi-
deophone or video conference signals at a 64 Kbps
rates. By incorporating interframe conditional
replenishment coding, BTVQ, and other techniques,
this system has realized a reduction down to the
practical level.

Simulation results have shown that the system is
well suited for low-to-moderate movement images.
Furthermore, the results on the outside training
sequences verify that the system is stable. But in
the case of scene change, a few frames have to be
executed to recover a reasonable picture quality.
To reduce the time some more codewords should be
designed.

We conclude that the system is very useful for
practical purposes provided universal and some
more codewords.
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