Human Motion Recognition Based on Spatio-temporal Convolutional Neural Network

Zeyuan Hu¹, Sange-yun Park"**, Eung-Joo Lee***

ABSTRACT

Aiming at the problem of complex feature extraction and low accuracy in human action recognition, this paper proposed a network structure combining batch normalization algorithm with GoogLeNet network model. Applying Batch Normalization idea in the field of image classification to action recognition field, it improved the algorithm by normalizing the network input training sample by mini-batch. For convolutional network, RGB image was the spatial input, and stacked optical flows was the temporal input. Then, it fused the spatio-temporal networks to get the final action recognition result. It trained and evaluated the architecture on the standard video actions benchmarks of UCF101 and HMDB51, which achieved the accuracy of 93.42% and 67.82%. The results show that the improved convolutional neural network has a significant improvement in improving the recognition rate and has obvious advantages in action recognition.
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1. INTRODUCTION

Human action recognition is a hot research topic in both academic and industry research [1–4]. The technique is widely used in human-computer interaction (HCI) [5–7], human motion analysis [8,9], video surveillance [10,11], and content-based image storage and retrieval. Human action recognition aims to recognize and understand human motion from video stream and image sequences. Since the diversity of real motion scenarios, such as luminance, angles of cameras, and complex environment, human action recognition is still a challenging task. In different motion scenarios, the same action might exhibit different appearance. Even in a fixed motion scene, because of the large degree of freedom in the expression of human motion, the same movement has great visual differences in direction and angle. In addition, some external factors, such as occlusion, will also affect the performance of human motion recognition.

General human action recognition algorithms always extract feature descriptors, which are trained to learn a classifier (such as SVM) to achieve human action classification and recognition. In order to achieve high recognition accuracy, the extracted feature descriptors should be robust. However, feature descriptors of conventional algorithms were designed manually, which required high prior knowledge about trained and tested data sets. These algorithms were generally complicated for generalization. In addition, since feature descriptors designed manually are always task-driven, which are dependent on specific tasks. Thus, man-
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made feature descriptors cannot guarantee that essential features can be obtained from human motion sequences. Thus, designing robust feature descriptors of human motion is significant for action recognition. In recent years, deep learning–based algorithms have shown impressive performance in image processing, such as image classification[12, 13], image recognition, and image retrieval. These algorithms mimic human neural network, which consists of multiple layers to combine low-level features to form abstract high-level features. As a well-known representation of neural network, convolution neural network–based algorithms have demonstrated the impressive performance compared with traditional approaches. Through supervised and semi-supervised learning schemes, CNN based methods can learn the essential features of data, which outperform traditional methods by a large margin. Convolutional neural network has certain scale invariance and translation invariance. Local weight sharing network structures can reduce training parameters in image processing and has better performance. CNN–based algorithms also play an important role in human action recognition. The general pipeline of CNN–based human action recognition can be summarized as follows: Human action video stream or image sequences are fed into convolution neural network as training data. Multiple network layers will extract multi–scale features and fully–connected layers will integrate these features. Afterward, Softmax function will be used for human action classification and recognition.

2. RELATED WORK

Human action recognition is a hot research topic in both academic and industry domains [14-18]. Traditional algorithms mainly aimed to analyze the RGB image sequences. Shotton et al.[21] utilized Harris detector and Gabor detector to detect spatial interest points, which will be constructed for 3D gradient histogram (HOG3D) to represent features. The authors proposed a human motion recognition method based on color spatiotemporal interest points. Kovashka et al.[19] proposed a human action recognition based on learning discriminative space–time neighborhood features. Instead of learning the predefined local descriptors, the proposed method aimed to learn the shape information of space–time neighborhoods to discover the most discriminative cues for human action recognition. A class–specific distance function was introduced to recognize the most informative features to classify different human actions. Hussein et al.[20] proposed a temporal hierarchy of covariance descriptors to describe human action. The proposed method leverage 3D skeleton sequences extracted by depth camera, such as Kinect. In order to leverage the information between joint movement and time, the authors leverage covariance matrices of some sequences from a designed hierarchical scheme. Skeleton joint point recognition is also an effective algorithm for action recognition. Comprehensive experiments demonstrate that most action can be recognized by skeleton joint point recognition. Ellis et al. proposed to train a classifier based on logistic regression by using the delayed perception learning algorithm. The classifier can automatically determine the key posture from the 3D joint position sequence, which reduces the time of action recognition.

Deep learning–based algorithms aimed to construct an effect network recognition framework. Simonyan et al.[22] proposed a two–stream network structure, which proved that the convolutional neural network trained by inter–frame optical flow characteristics can still achieve good performance under the condition of limited data sets. He et al.[23] leverage spatial pyramid pooling to extract features from the last convolution layer. Wang et al.[24] constructed a maximum pooling network of three–dimensional convolution kernel to automatically recognize RGB–D video stream.
In[25], Wang et al. presented very deep two-stream convolutional neural network based on the several classical neural networks. In order to solve the problem that 2D convolutional neural network cannot handle video sequences, Ji et al.[26] proposed 3D convolutional neural network based on 2D network. Tang et al.[27] proposed C3D network based on VGG. The experimental results shown that the network can achieve the best performance when setting the convolution kernel as 3×3×3.

This paper proposes a network architecture that combines batch zeroing transformation and GoogLeNet network model and applies it to the field of video human action recognition. Compared with the traditional deep convolutional neural network, the training algorithm and network structure are improved in two aspects.

3. PROPOSED METHOD

In this section, we propose a novel spatio-temporal network for human action recognition, where batch normalization and GoogLeNet are combined to achieve this task.

3.1 Optical flow feature

Optical flow aims to recognize motion based on the spatial-temporal transformation and correlation of gray levels in image sequences. In general, let $x,y,t$ denotes video sequence, where $x(t)$, $y(t)$ denotes the $(x,y)$ pixel of the time. Based on the conservation of brightness, we can obtain the following formula:

$$\frac{d}{dt} f(x(t),y(t),t) = 0$$

(1)

For the trajectory points of each pixel on a sequence image, the instantaneous velocity vector field $U(x,y) = (u_x(x,y), u_y(x,y))$ denotes the optical flow. Then, the vector field satisfies the optical flow constraint equation:

$$I_x(x,U) - I_y(x) = 0$$

(2)

According to the gray level conservation and global smoothing constraints, the calculation of optical flow field is transformed into the minimization of capacity function.

$$E(u) = \int \left( \nabla I \cdot U + \frac{\partial}{\partial t} I \right)^2 + \alpha (|\nabla u_x|^2 + |\nabla u_y|^2)$$

(3)

where $|\nabla u_x|^2 + |\nabla u_y|^2$ denotes the smooth constraint function. $\alpha$ is a weight factor that affects gray level conservation and global smoothing. The energy function is expressed by the data term of $L_1$ norm and the regular term of the total variation of optical flow, and taking into account the convex relaxation minimization function, $E(u)$ can be reorganized as:

$$E_0(U,V) = \int |\nabla U_1| + |\nabla U_2| + \frac{1}{2\theta} |U - V|^2 + \lambda |\rho(V)|$$

(4)

When $\theta$ is a small constants with smaller value, the minimization formula (4) is equivalent to the minimization formula (3), which minimizes the energy function by fixing $U$ or $V$ at one time and optimizing another variable. Optical flow estimation can be obtained by repeating the process. The example samples from HMDB51 data set is shown in Fig. 1.

3.2 Batch normalization

Assuming that denotes the input of network and $b$ denotes the bias. The input set of the training images is denoted as $X = \{x_1, x_2, \ldots, x_N\}$, then the mean value of the training set is $E[X] = \frac{1}{N} \sum_{i=1}^{N} X_i$

Since the updating of offset $b$ will be cancelled in

Fig. 1. The optical flow of the movement "sit" from HMDB51 data set.
normalization, that is, the updating of $b$ and the combined effect of normalization operation do not change the input of the network layer, and then the loss function of the network layer will not be changed. As the whole network training iteration proceeds, $b$ will increase continuously, but the loss function will remain unchanged. By normalizing the input of the network layer, we hope to weaken the problem of internal covariate migration, which may bring new problems. Therefore, when calculating the gradient of loss function to model parameters, it is necessary to consider the dependence of normalization operation on network parameters.

Let $x$ denotes the input vector of network, $X$ denotes the training set. We perform independent batch normalization instead of joint normalization for each dimension of input.

$$x^{(k)} = \frac{x^{(k)} - E[x^{(k)}]}{\sqrt{Var[x^{(k)}]}}$$  \hspace{1cm} (5)

Where $x^{(k)}$ denotes the k-th dimension of the input sample dataset. $E[x^{(k)}], Var[x^{(k)}]$ represents the expectation and variance of the input, respectively. In random gradient training, micro-batch samples are used to train, and each layer is calculated on each micro-batch sample to estimate the mean and variance of the layer. Therefore, the neural network statistics calculated in batch normalization processing can be used in gradient back propagation.

3.3 Spatio–temporal convolutional neural network

The video stream consists of two components: time and space. Each individual frame contains the appearance information of the scene and object. In the time part, the motion information of the camera and the object is included. The model of spatio–temporal dual-flow network is shown in the Fig. 2. RGB image is input to the spatio–temporal network, and time flow field is input to the spatio–temporal dual-flow network.

![Fig. 2. The architecture of deep spatio–temporal network.](image)

We leverage GoogLeNet as our basic network architecture. In this paper, we leverage the inception model structure with convolution sliding window filter sizes of $1\times1$ and $3\times3$. In the inception model structure, the output of convolution filters with different branches is fed into a filter cascade layer, and then all the outputs are expanded into a column vector as the input of the next layer. Compared with the original model, the dimension–reducing Inception model structure adds a convolution filter operation with sliding window size of $1\times1$. By setting the total number of convolution output feature maps of these $1\times1$ convolution filters to a smaller number, the dimension-reducing effect is achieved, and then the computational complexity is reduced in the $3\times3$ convolution filter with larger access overhead.

![Fig. 3. The Inception model with batch normalization processing.](image)
After the pooling filter layer, a $1 \times 1$ convolution filter is added to reduce the total number of the branch filters, thus reducing the dimension of the output feature graph. The basic architecture of Inception model with batch normalization processing is shown in Fig. 3. The whole architecture consists of 3 convolution blocks, 3 maximum pooling blocks and 10 Inception blocks. Finally, human action classification and recognition can be achieved by Softmax function.

4. EXPERIMENT AND ANALYSIS

4.1 Model Training

Available data sets for human action recognition, such as HMDB51, UCF101, are limited by their scale compared with other well-known dataset such as ImageNet. In order to alleviate overfitting, we first conduct data enhancement. Since the random clipping technology tends to select the central block of the image, it is easy to cause over-fitting. Therefore, we cut the edge and center blocks of the image frame to enhance the scale diversity. Specifically, we fix the input data to $256 \times 340$, then randomly select a candidate cutting size from the set $\{256, 224, 192\}$ for clipping, and finally adjust the clipped blocks to $224 \times 224$.

In pretraining, the deep convolution neural network is pre-trained on the ImageNet data set. Since the input of space network is RGB image, the network can be initialized directly by using the ImageNet pre-training model, and the optical flow field of 10 frames stacked at the input of time network, so some network adjustments are needed. In our implementation, we first use OpenCV to extract the optical flow field of action video, and then use linear transformation to discretize the optical flow to $[0, 255]$ interval. Finally, the filter of the first layer of the spatial network model trained by ImageNet is averaged in the channel, and the average structure is duplicated 10 times as the initialization of the time network.

Our experiment is conducted on Caffe framework. In our implement, for space network, the initial learning rate is 0.001, and the learning rate will be 0.0001 after 1800 iterations. For time network, the initial learning rate is 0.003, and the learning rate will be 0.0003 after 15000 iterations. We set the weight decay and momentum to 0.0002 and 0.9, respectively.

4.2 Comparative Study

We leverage UCF101 data set in our work. Dropout layer is added in our neural network architecture to avoid overfitting. We explore the influence of dropout_ratio of Dropout layer on the recognition accuracy in the constructed spatio-temporal motion recognition network. The result is shown in Table 1. As we can see from Table 1, when the dropout rate of time network is 0.7, the recognition rate is 0.17% and 0.35% higher than that of 0.4 and 0.6. When the dropout rate of space network is 0.8, the recognition rate is 1.03% and 0.45% higher than that of 0.4 and 0.6, respectively.

Fig. 4(a) and Fig. 4(b) show the training convergence of spatiotemporal networks. We can see from Fig. 4(a), on the spatial network, when the number of training iterations reaches 1000, the accuracy is close to 86%, and the loss value of training decreases rapidly. When the number of training times reaches 2000, the accuracy remains above 90% and the loss value is below 0.1. With the iteration, the convergence tends to be stable. Similarly, on the time network, when the number of training times reaches 2000, the accuracy is close to 86%, and the loss value is below 0.1. With the iteration, the convergence tends to be stable.

<table>
<thead>
<tr>
<th>Network</th>
<th>(dropout ratio) accuracy</th>
<th>(dropout ratio) accuracy</th>
<th>(dropout ratio) accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Network</td>
<td>(0.4) 86.52%</td>
<td>(0.6) 86.34%</td>
<td>(0.7) 86.69%</td>
</tr>
<tr>
<td>Space Network</td>
<td>(0.4) 82.54%</td>
<td>(0.6) 83.12%</td>
<td>(0.8) 83.57%</td>
</tr>
</tbody>
</table>
iterations reaches 7500, the accuracy is close to 85%, and the loss value of training decreases rapidly. When the number of training times reaches 12500, the accuracy remains above 90% and the loss value is below 0.08.

we use the standard training splits and protocols provided as the original evaluation scheme. For UCF101, we found that, In the UCF-101 motion database, the recognition rate of improved three-dimensional convolutional neural network was 89.4%. And by shifting the structural framework of learning, it’s found that it saves a lot of time compared to traditional methods. The experiment result showed in table 1, and we do some comparison with some other method, the result shows that The 3D Hubrid Model algorithm, as the best behavior recognition algorithm before the depth of learning, has excellent results and good robustness.

It can be seen from the experimental results that the improved three-dimensional convolutional neural network deep learning method has higher recognition efficiency than the k-proximity and support vector machine methods in databases, and has better learning ability under the same training samples.

In our implement, we leverage linear weighting method to fuse the classification results of spatio-temporal networks, and the recognition structure is shown in the Table 2. Each experiment is conducted for 10 times and we calculate the average value as the final recognition accuracy. We use linear weighted fusion to get the final recognition rate. When the weight of recognition confidence of spatial network and temporal network classification is set to 1:1, the performance of the fusion space-time convolution neural network is better than other cases. In human motion recognition tasks, the fusion of spatiotemporal two-stream convolutional neural networks can effectively improve the accuracy of individual networks in recognition.

Further, we conduct comparative experiments

<table>
<thead>
<tr>
<th>Database</th>
<th>UCF101</th>
<th>HMDB51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space,Time</td>
<td>1:1</td>
<td>1:1.2</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.9342</td>
<td>0.9316</td>
</tr>
</tbody>
</table>

Fig. 4. The training convergence of spatio–temporal networks.
with several well-known human action recognition algorithms, as shown in Table 3. Improved dense method uses a dense trajectory algorithm. IDT with higher-dimensional method is an enhanced version of traditional BOVV visual-word-bag model, which achieves higher dimensional feature coding. Two-stream achieves human action recognition based on constructing a two-stream spatio-temporal network model. However, the network is shallow. Further, very deep two-stream method is proposed to solve the shortcoming of original two-stream method. KVMF method uses video segments to intercept multiple 3D volumes as the input of the network, and uses the predictive vectors from each volume to represent the action categories it belongs to.

5. CONCLUSION

In this paper, we construct a network architecture combining batch normalization transformation with GoogLeNet model and apply it to human motion recognition from video stream. The improved network architecture is utilized to construct a spatio-temporal convolution neural network model to realize motion recognition. Spatial flow network obtains the appearance information of motion through RGB images of video stream, while temporal flow captures the motion information through optical flow fields between consecutive frames. Finally, the spatio-temporal network fuse both the appearance and motion information.

### Table 3. The recognition accuracy of the spatio-temporal network

<table>
<thead>
<tr>
<th>Methods</th>
<th>UCF101</th>
<th>HMDB51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved dense</td>
<td>0.8587</td>
<td>0.5721</td>
</tr>
<tr>
<td>IDT with higher–dimensional</td>
<td>0.8793</td>
<td>0.6116</td>
</tr>
<tr>
<td>Two-stream [25]</td>
<td>0.8846</td>
<td>0.5932</td>
</tr>
<tr>
<td>Very deep two-stream [28]</td>
<td>0.9133</td>
<td>0.6044</td>
</tr>
<tr>
<td>KVMF [29]</td>
<td>0.9310</td>
<td>0.6329</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>0.9342</td>
<td>0.6783</td>
</tr>
</tbody>
</table>
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