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Abstract

In this paper, we studied to direction of arrival (DoA) estimation to use DoA and optimum weight algorithms in coherent interference channels. The DoA algorithm have been considerable attention in signal processing with coherent signals and a limited number of snapshots in a noise and an interference environment. This paper is a proposed method for the desired signal estimation using MUSIC algorithm and adaptive beamforming to compare classical subspace techniques. Also, the proposed method is combined the updated weight value with LCMV beamforming algorithm in adaptive antenna array system for direction of arrival estimation of desired signal. The proposed algorithm can be used with combination to MUSIC algorithm, linearly constrained minimum variance beamforming (LCMV) and the weight value method to accurately desired signal estimation. Through simulation, we compare the proposed method with classical direction of in order to desired signals estimation. We show that the propose method has achieved good resolution performance better that classical direction arrival estimation algorithm. The simulation results show the effectiveness of the proposed method.
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1. Introduction

Adaptive array signal processing has been an important technology in radar\(^1\), sonar, and wireless communication. Adaptive array signal processing appears as a potential technology to improve the spectrum efficiency [1-2]. Adaptive array signal processing has focused on methods for high resolution direction of arrival(DoA) estimation and optimum beamforming. DoA estimation is important on array signal processing in wireless interference channel. A many the DoA algorithms have been studied for the desired signal estimation of the incident signals on the receiver [3]. Among of DoA algorithms, Bartlett and Capon algorithms based on Fourier method are traditional DoA signal processing algorithms, but this two methods have poor resolution [4-5]. MUSIC and ESPRIT using subspace method have a high resolution because divide with the signal and noise subspace from eigen-decomposition of the covariance matrix of the received signals. However,
the subspace method is required much the computational burden. The subspace method usually need to the
decorrelation techniques because don’t be directly applied in coherent channel [6]. MUSIC algorithm is
generally used for DoA estimation, and optimum beamforming is used as the Linearly constrained minimum
variance beamforming (LCMV) algorithm. Drawback of these algorithms takes the severe degradation of the
estimation accuracy in the coherent signals. An adaptive beamforming algorithm provide a distortionless
response to the desired signal while removing noise and interference [7]. However, adaptive beamformer can
suffer significant performance degradation in the presence of the mismatch between the actual direction of
arrival of the signal and the look direction of the beamformers. In this paper, we propose a novel approach to
robust adaptive array antenna using MUSIC algorithm and LCMV beamforming, which improves robustness to
uncertainty in the desired signal direction. When signal to noise ratio is high, the proposed algorithm places
more emphasis on the observations, estimates direction of arrival of the actual signal reliably and has nearly
optimal performance. When signal to noise ratio is low, it relies on the priori knowledge about the source
direction of arrival and has wider main beam which is robust the excellent performance of the proposed robust
adaptive beamforming. Linear prediction method was studied to improve the DoA estimation of the single
direction [8]. The linear prediction is usually used in time series problems, and can also be used in array signal
processing of the coherent channel. The linear prediction method uses of multiple overlapping observation
sequences for the prediction of unknown signals. This method don’t require eigen-decomposition of the
covariance matrix of the received signals. Also, the method has a higher resolution than the conventional
Fourier-method. However, the linear prediction fails to estimation when the number of snapshots is small. That
is, the linear prediction method is searching the optimal weight value which is minimum the prediction error.
The rest of this paper is organized as follows. Section 2 represent the signal model. Section 3 describes the
Optimal weight vector. The proposed algorithm is provided in section 4. Section 5 shows simulation results of
the proposed algorithm, and section 5 draws the conclusion.

2. Signal model

2.1 Linear Prediction signal method

The linear prediction method is output by linear combination of past data. If the parameter doesn’t change
for any time, the system is time invariant. The linear time invariant output is as [9].

\[ y(n) = \sum_{j=0}^{q} b_j x(n - j) - \sum_{k=1}^{p} a_k y(n - k) \]  \hspace{1cm} (1)

The equation (1) is differential equation consisting of signal \( x(n) \), output signal \( y(n) \), and scalar \( b_j, a_k \) and \( j = 0,1,\cdots, q \), \( k = 1,2,\cdots, p \). Transfer function of the in equation (1) is as follows

\[ y(n) + \sum_{k=1}^{p} a_k y(n - k) = \sum_{j=0}^{q} b_j x(n - j) \]  \hspace{1cm} (2)

if \( a_0 = 1 \),

\[ \sum_{k=1}^{p} a_k y(n - k) = \sum_{j=0}^{q} b_j x(n - j) \]  \hspace{1cm} (3)

In equation (3) can be transformed into z-domain.
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\[ \sum_{k=1}^{p} a_k z^{-k} \ Y(z) = \sum_{j=0}^{q} b_j \ z^{-j} \ X(z) \]  

(4)

\[ H(z) = \frac{y(z)}{x(z)} = \frac{\sum_{j=0}^{q} b_j z^{-j}}{\sum_{k=0}^{p} a_k z^{-k}} \]  

(5)

2.2 All Pole Linear Prediction Signal Model

In equation (1), the linear prediction normal equation decided the parameter of all pole linear system from linear system equation. We assume that the output signal is wide sense stationary random process, and estimate the output from latest past sample linear combination. The linear prediction expected value is as [10-11].

\[ \hat{y}(n) = - \sum_{k=1}^{p} a_k y(n - k) \]  

(6)

In equation (6) is sample number of output by \( p^{th} \) order. The estimation error between output signal and \( N \) sample prediction output is as follows

\[ e(n) = y(n) - \hat{y}(n) \]  

(7)

In equation (7) can be rewritten as follows

\[ e(n) = y(n) + \sum_{k=1}^{p} a_k \ y(n - k) \]  

(8)

The total mean square error of in equation (8) is as follows

\[ E = \sum_{n} [e(n)]^2 \]  

(9)

\[ = \sum_{n} [y(n)]^2 - 2y(n)\hat{y}(n) + [\hat{y}(n)]^2 \]  

(10)

In equation (9), we know that the optimal predictor is to minimize the mean square error. The minimize of the optimal can decide the differential equation so that prediction mean square error is minimized. By applying the differential equation to in equation (9).

\[ \frac{\partial E}{\partial a_k} = 0 \]  

(11)

\[ = \frac{\partial}{\partial a_k} \left( \sum_{n} ([y(n)]^2 - 2y(n)\hat{y}(n) + [\hat{y}(n)]^2) \right) = 0 \]  

(12)

\[ \frac{\partial}{\partial a_k} \hat{y}(n) = -y(n - k) \]  

(13)

The correlation matrix is as follows
\[ \phi(i,k) = \sum_n y(n-i) y(n-k) \]  

(14)

Substituting in equation (14) into equation (12)

\[-\phi(0,k) = \sum_{i=1}^{p} a_i \phi(i,k) \]  

(15)

3. Optimal weight vector

The most direction of arrival methods depends on the array correlation matrix. They are received by an array of N-elements. Each received signal includes additive zero mean Gaussian noise. The array output y can be given in the following from [12-13].

\[ y(n) = w^T x(n) \]  

(16)

where

\[ x(n) = [a(\theta_1) \ a(\theta_2) \ a(\theta_p)]^T \begin{bmatrix} s_1(n) \\ s_2(n) \\ \vdots \\ s_p(n) \end{bmatrix} + N(n) \]  

(17)

\[ = A \ s(n) + N(n) \]  

(18)

Where, \( s(n) \) is source signal correlation matrix, \( N(n) \) is noise signal. \( a(\theta) \) is an element array steering vector for the direction of arrival, \( A(M \times D) \) is steering vector matrix. It is understood that the arriving signals are time varying and the calculations are based upon time snapshots of the incident signal. Thus, each of the complex signals arrives at angles and is intercepted by the \( M \) antenna elements. It is initially assumed that the arriving signals are monochromatic and the number of arriving signals \( D < M \). It is understood that the arriving signals are time varying and thus our calculations are based upon time snapshots of the incoming signal. Obviously if the transmitters are moving, the matrix of steering vectors is changing with time and the corresponding arrival angles are changing. Unless otherwise stated, the time dependence will be suppressed in equation (16) and equation (17). In order to simplify the notation let us define the \( M \times M \) array correlation matrix \( R_{xx} \) as

\[ R_{xx} = E[x \ x^H] = E[(As + N)(s^HA^H + N^H)] \]  

(19)

\[ = AE[s \ s^H]A^H + E[N \ N^H] \]  

(20)

\[ = A \ R_{ss} A^H + R_{NN} \]  

(21)

Where, \( R_{ss} \) is a source correlation matrix and \( R_{NN} \) is a noise correlation matrix. \( E[\ ] \) denotes the expectation value. The array correlation matrix and the source correlation matrix are found by the expected value of the respective absolute values squared. If we do not know the exact statistics for the noise and signals, but we can assume that the process is ergodic, then we can approximate the correlation by use of a time averaged correlation. In that the correlation matrices are defined by

\[ R_{xx} = \frac{1}{k} \sum_{k=1}^{M} x(k)x^H(k) \] , \[ R_{ss} = \frac{1}{k} \sum_{k=1}^{M} s(k)s^H(k) \] , \[ R_{NN} = \frac{1}{k} \sum_{k=1}^{M} n(k)n^H(k) \]  

(22)

When the signals are uncorrelated, source correlation matrix obviously has to be a diagonal matrix because
off diagonal elements have no correlation. When the signals are partly correlated, source correlation matrix is nonsingular. When the signals are coherent, source correlation matrix becomes singular because the rows are linear combinations of each other. \( X = [x_1(k), x_2(k), \ldots, x_M(k)] \) is the signal vector on array antenna \( s(t) \) is signal steering, \( n(t) \) is noise signal. In equation (16) can be rewritten as follow

\[
X(k) = \sum_{k=1}^{M} A e^{j2\pi f(t-(k-1)\tau)+\varphi} + N(k)
\]  

(23)

Where \( \varphi \) is the phase of the \( k-th \) source, \( A \) is the amplitude of the \( k-th \) source, \( f \) is the frequency of the \( k-th \) source, \( \tau \) is the time delay between adjacent hydrophones corresponding to the \( k-th \) sources signal. The output of a narrowband beamformer is given by

\[
Y(k) = W^H X(k)
\]  

(24)

Here \( W = [w_1, w_2, \ldots, w_M]^T \) is the complex vector of beamformer weights, and \( (\cdot)^T \) and \( (\cdot)^H \) are the transpose and hermitian transpose, respectively. The signal to noise ratio has the following

\[
SNR = \frac{W^H R_{ss} W}{W^H R_{nn} W}
\]  

(25)

Where \( R_{ss} = E[s(t)s^H(t)] \), \( R_{nn} = E[n(t)n^H(t)] \), \( R_s \) is signal covariance matrices and \( R_{nn} \) is noise covariance matrices. \( E[\cdot] \) is expected value. To finding the maximum of in equation (27) is equivalent to the following optimization problem as follow

\[
\min_W W^H R_{nn} W \quad \text{subject to} \quad W^H a = 1
\]  

(26)

LCMV can be written as follow

\[
W_{LCMV} = \frac{R_{ss}^{-1} a}{a^H R_{nn}^{-1} a}
\]  

(27)

The sample covariance matrix can be written

\[
R = \frac{1}{k} \sum_{k=1}^{M} X(k)X^H(k)
\]  

(28)

4. Proposed DoA algorithm

LCMV beamformer provides a distortionless response in the direction of the desired signal, while suppressing noise and interference. However, if there is uncertainty in DOA of the desired signal, the performance of LCMV beamformer is known to degrade severely. For DOA uncertainty, additional linear constraints can be imposed to reduce sensitivity to pointing error. The constraints is on the beamformer output at the values of phase near presumed DOA. The weight vector of LCMV beamformer can be found from the following constrained minimization problem.

\[
\min_W W^H R_{xx} W \quad \text{subject to} \quad Z^H W = F
\]  

(29)

Where \( R_{xx} \) is the training data covariance matrix. \( Z \) is \( M \times J \) matrix of steering vectors for the constrained length

\[
Z = [a(\theta_1), a(\theta_2), \ldots, a(\theta_j)]
\]  

(30)

The constrained weight vector is given by
Here, $F$ is the $J \times 1$ vector of constraints. We applied MUSIC algorithm to look direction. MUSIC algorithm is divided signal subspace ($E_s$) and noise subspace ($E_N$) using eigen decomposition and eigen value. MUSIC spectrum is as follow

$$P_{LC_{MU}} = \frac{a(\theta)^H W_{LC} W_{LC}^H a(\theta)}{a(\theta)^H W_{LC} E_N W_{LC}^H E_N^H a(\theta)}$$

(32)

5. Simulation

We assumed that there are uncorrelated signal sources all direction and equal power interferers all directional. We use uniform linear array antenna, and array element distance is half wavelength. Array elements are 10 number, and target position are 3 objects $[-10^\circ, 0^\circ, 10^\circ]$ and 4 numbers $[-10^\circ, 0^\circ, 5^\circ, 10^\circ]$. We want to estimate of 3 signals $[-10^\circ, 0^\circ, 10^\circ]$ by MUSIC algorithm using optimal weight vector in figure1, but figure 3 is only estimated the 2 object signals which is $[-10^\circ, 0^\circ, X^\circ]$. Notation $< X^\circ >$ don’t estimate for the desired object. Figure 2 is shown to estimate the desired object by the proposed algorithm using optimal weight vector in object signals $[-10^\circ, 0^\circ, 10^\circ]$. Direction of arrival of the proposed algorithm estimated correctly for the desired object signals $[-10^\circ, 0^\circ, 10^\circ]$ among the imping signals on the receiver. In figure3, we show the response of the classical MUSIC for the estimation desired signals in coherent channels. We want to estimate of 4 signals in figure3, but the figure is only estimated the 3 signals which is $[-10^\circ, 0^\circ, X^\circ, 10^\circ]$. Notation X don’t estimate for the desired signal. Figure 4 shows by the proposed algorithm. Direction of arrival of the proposed algorithm estimated correctly for all the targets of the desired signals among the imping signals on the receiver.
6. Conclusion

This paper proposed direction of arrival algorithm in order to correctly the estimation desired object. In this paper, we proposed to combine LCMV algorithm with MUSIC algorithm in order to the desired signal estimation in the noise and the interference channel. The proposed algorithm of this paper removes the interference and the noise signal in coherent channel. This paper proposed the algorithm which is removal the interference and the noise signal in coherent channel. The proposed algorithm is acquisition updated weigh matrix before removal noise and interference signal to get the desired signal. It is necessary to detect the number of sources before the direction of arrival estimation. LCMV- MUSIC algorithm in this paper described here yields considerably superior performance as compared with the classical MUSIC algorithm. As a result of computer simulation, the proposed algorithm is showed good performance better than general MUSIC algorithm in order to estimation desired signal in coherent channels.
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