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Abstract

Linear proportional–integral (PI) controllers are an attractive choice for controlling the speed of induction machines because of their simplicity and ease of implementation. Fractional-order PI (FO–PI) controllers, however, perform better than PI controllers because of their nonlinear nature and the underlying iso-damping property of fractional-order operators. In this work, an FO–PI controller based on the proposed first-order plus dead-time induction motor model and integer-order (IO) controllers, such as Ziegler–Nichols PI, Cohen–Coon PI, and a PI controller tuned via trial-and-error method, is designed. Simulation and experimental investigation on an indirect field-oriented induction motor drive system proves that the proposed FO–PI controller has better speed tracking, lesser settling time, better disturbance rejection, and lower speed tracking error compared with linear IO–PI controllers. Our experimental study also validates that the FO–PI controller maximizes the torque per ampere output of the induction machine and can effectively control the motor at low speed, in field-weakening regions, and under detuned conditions.
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NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Va, Vb, Vc</td>
<td>Three-phase PWM output line voltage</td>
</tr>
<tr>
<td>Vdc</td>
<td>Three-phase inverter DC bus</td>
</tr>
<tr>
<td>iα, iβ</td>
<td>Induction motor current in the ABC frame of reference</td>
</tr>
<tr>
<td>iαd, iαq</td>
<td>Direct axis and quadrature axis currents</td>
</tr>
<tr>
<td>iα*</td>
<td>Reference direct axis and quadrature axis currents</td>
</tr>
<tr>
<td>ωr</td>
<td>Induction motor speed</td>
</tr>
<tr>
<td>ω*</td>
<td>Reference speed</td>
</tr>
<tr>
<td>ωsd</td>
<td>Induction motor slip frequency</td>
</tr>
<tr>
<td>ωse</td>
<td>Induction motor electrical frequency</td>
</tr>
<tr>
<td>θr</td>
<td>Rotor angle</td>
</tr>
<tr>
<td>Rs, Rr</td>
<td>Stator resistance, Rotor resistance</td>
</tr>
<tr>
<td>Ls, Lr</td>
<td>Stator self-inductance, Rotor self-inductance</td>
</tr>
<tr>
<td>Lm</td>
<td>Mutual inductance</td>
</tr>
<tr>
<td>Tr</td>
<td>Rotor time constant</td>
</tr>
<tr>
<td>Lr</td>
<td>Rotor inductance</td>
</tr>
<tr>
<td>Te</td>
<td>Electromagnetic torque</td>
</tr>
<tr>
<td>J</td>
<td>Motor inertia</td>
</tr>
<tr>
<td>B</td>
<td>Coulomb friction</td>
</tr>
<tr>
<td>P</td>
<td>Number of pole pairs</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional–integral controller</td>
</tr>
<tr>
<td>E</td>
<td>Error signal provided to controller</td>
</tr>
<tr>
<td>FPDT</td>
<td>First-order plus dead-time</td>
</tr>
<tr>
<td>Kp</td>
<td>Process gain</td>
</tr>
<tr>
<td>L</td>
<td>FPDT dead time</td>
</tr>
<tr>
<td>T</td>
<td>FPDT time constant</td>
</tr>
<tr>
<td>α</td>
<td>Order of fractional operator</td>
</tr>
<tr>
<td>Ki</td>
<td>Proportional gain</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

An accurate, rapid, and robust speed controller design is critical for high-performance induction motor drive systems.
The two main types of controllers preferred for torque/speed control of various machines are linear proportional–integral (PI) controllers and nonlinear controllers. Integer-order PI (IO–PI) controllers are an attractive choice for the industry because of their simplicity and ease of implementation. Several variations of existing tuning rules for linear PI controllers have been proposed in literature. The rules provided by Ziegler–Nichols (ZN) [1] are widely accepted and adopted in industrial applications. Cohen–Coon (CC) [2], however, have proposed modifications to these rules. The performance of linear proportional integral derivative (PID) controllers, though widely used by the industry, degrades because of inherent fundamental limitations, such as saturation and reduced stability margin [3], particularly when such controllers are used for nonlinear plants like induction machines. In addition, PID controller performance deteriorates because of the variations in motor parameters. Induction motors and permanent-magnet synchronous motors are nonlinear plants and are expected to perform better with nonlinear controllers than with linear controllers. Therefore, nonlinear controllers are being investigated [3]-[19] for these types of machines.

Recently, auto-disturbance rejection controller (ADRC) has been explored because of its capability to estimate and compensate for external disturbance without exact knowledge of the plant parameters [3]-[5]. ADRC employs generalized derivatives and generalized function-based extended state observers (ESOs) to estimate disturbance [4]. However, the incorrect selection of ADRC parameters can lead to a divergence of the disturbance estimator. The use of second- and third-order ADRCs with third-order dynamic equations for ESOs also leads to high computational cost [5]. Passivity-[7] and Hamiltonian-based [8] nonlinear controllers are investigated for improving the performance of induction motor drive systems. These controllers are also dependent on the system parameters [4]. Back-stepping, adaptive back-stepping, and ESOs have been proposed to compensate for the variations in controller parameters [4].

Nonlinear model predictive control (NMPC) schemes [8]-[11] adjust the control input based on the time evolution of the system model. NMPC is dependent on the system model because it evaluates beforehand the control signal for tracking a known future reference. However, NMPC schemes are computationally intensive because model predictive control requires the solution of an optimal control problem at each sampling instant [12].

The robustness under parameter variation and fast dynamic response of a sliding-mode controller [13] make it an attractive choice for electric drives applications [13]-[16]. However, when used for speed regulation, a sliding-mode controller introduces chattering [15], [16], which causes torque ripples in an AC machine. Adaptive fuzzy sliding-mode controllers are used to avoid the chattering problem [16]. Compared with PI controllers, fuzzy logic controllers [17], [19] provide a systematic way to incorporate the experience of the control engineer into the controller, making it more robust and leading to better performance even under certain parameter variations. However, such approaches are dependent upon the skills of the engineer in estimating the disturbance effect on the plant output.

The motor drive system’s performance in the field-weakening region plays a vital role in high-speed applications, such as traction motor drives. In such applications, the drive system is operated below the base speed only during starting and low-speed operation [20]. Therefore, several field-weakening schemes [21] have been proposed in literature, including 1/ωm, model-based methods, and voltage detection methods [20]. The 1/ωm method [22] reduces the flux proportionately as the speed increases beyond the base speed [21]. The model-based scheme [22] uses the induction motor model to determine the flux setting of the drive system. The voltage detection method [23] measures the voltage and considers the maximum operating limits of the inverter while calculating the optimum flux reference.

Nonlinear ADRCs [3]-[5] are sensitive to the controller parameters. NMPC [8]-[11] is computationally intensive. Although sliding mode [13]-[16] is a robust controller, it suffers from the chattering problem, which induces torque ripples. Fuzzy logic controllers [17]-[19] perform better than IO–PI controllers but requires rigorous tuning and are computationally intensive. Therefore, the present work proposes a nonlinear fractional-order PI (FO–PI) controller for controlling the speed of an induction motor drive system. The proposed controller can perform better than a linear PI controller, is simpler to implement, and is less dependent on motor parameters compared with other nonlinear controllers [3]-[19]. The major advantage of the FO–PI controller is it can compensate for plant nonlinearities and changes in parameters and has good disturbance rejection characteristics, even though a first-order model is used for a plant (i.e., an induction motor in this study). A minor drawback is that the implementation of such controllers may appear difficult; however, readily available packages [24] make the job of implementing such controllers relatively easy. Our preliminary results showing the potential of FO–PI controller are shared in [25], [26]. The current paper presents a detailed performance analysis of FO–PI controllers and a comparison with PI controllers. The four main contributions of this work are as follows. (i) As per the authors’ knowledge, this work is the first to investigate the full potential of a nonlinear FO–PI controller for an induction motor drive system through simulation and experimental study and provide a detailed comparison of FO–PI and conventional IO–PI controllers. (ii) A simple procedure for gain tuning of the FO–PI controller based on the tuning rules provided in [27] is designed for the regulation of induction motor speed. (iii) This study shows
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The remainder of the paper is organized as follows. The details on fractional-order (FO) and integer-order (IO) controllers, as well as the tuning rules for designing these controllers, are provided in Section II. The simulation and experimental results comparing the performance of different PI controllers with that of the FO–PI controller are presented in Sections III and IV, respectively. Finally, the concluding remarks and the contributions made by this work are shared in Section V.

II. DESIGN OF INTEGER-ORDER AND FRACTIONAL-ORDER CONTROLLERS

An indirect field-oriented (IFO) induction motor drive system is shown in Fig. 1. The proposed IFO drive system in this work is controlled by using either an IO–PI or an FO–PI controller. The design of IO controllers, such as ZN–PI controller, CC–PI controller, and FO–PI controller, is carried out in two steps. The first step approximates the induction motor with a first-order plus dead-time (FPDT) model. This model is then used to obtain the controller parameters of IO and FO controllers. The procedure for obtaining the FPDT model of the induction motor, the IO controller, the proposed FO controller, and the tuning rules for the FO–PI controller are detailed in the following subsections A, B, C, and D, respectively.

A. FPDT Model of an IFO Drive System

The electromagnetic torque ($T_e$) for an IFO drive system and an induction motor mechanical model are represented by Eqs. (1) and (2), respectively.

$$T_e = \frac{3pl^2}{2Le} i_d i_q$$  \hspace{1cm} (1)

$$j \frac{d\omega_r}{dt} = T_e - B\omega_r$$  \hspace{1cm} (2)

In the above equations, $L_m$ is the mutual inductance, $L_r$ is the rotor inductance, $i_q$ is the flux current, $p$ is the number of pole pairs, $J$ is the motor inertia, and $B$ is the Coulomb friction. Eqs. (1) and (2) are used to derive the open-loop transfer functions related to motor output speed ($\omega_r$) and torque current ($i_q$). This transfer function $[G_p(s)]$ is given by Eq. (3). The approximate transfer function is obtained by applying a step command current $i_q$. An inner PI loop ensures that the actual current applied to the motor $i_q$ equals the commanded current. The step speed response produced by this torque command current is shown in Fig. 2. This step response is used to approximate the transfer function [28] with an FPDT model, as given by Eq. (4).

$$G_p(s) = \frac{\omega_r}{i_q} = \frac{3pL^2}{2Le} \frac{j\alpha + B}{j\alpha + B}$$  \hspace{1cm} (3)

$$G_{approx}(s) = \frac{K_{pro}}{T_s + 1} e^{-L_s}$$  \hspace{1cm} (4)

The transfer function parameters are dead time ($L$), time constant ($T$), and process gain ($K_{pro}$). The values of these parameters are obtained by feeding the step response shown in Fig. 2 to the PID Tuner toolbox in MATLAB R14a. The values of $L$, $T$, and $K_{pro}$ are found to be 0.03062 seconds, 9.43 seconds, and 609:43 rad/sec, respectively, as given by Eq. (5).

$$G_{ident}(s) = \frac{609.43}{9.43s + 1} e^{-0.03062}$$  \hspace{1cm} (5)

The actual response in Fig. 2 matches the FPDT model response, which shows the accuracy of the approximate first-order induction motor model. The FPDT model when obtained experimentally is more accurate compared with that derived through the simulation because the actual test on the motor considers the nonlinearities, friction, and actual inertia...
of the motor. Thus, the FPDT model of the induction motor obtained experimentally in Eq. (5) is used both for simulation and experimental studies in this study. Now we proceed with the design of an IO controller for an induction motor drive system.

B. Integer-order Controller

The conventional IO controller defined by Eq. (6) consists of a proportional gain \( K_p \) and an integral gain \( K_i \).

\[
u(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau \quad (6)
\]

The parameter \( K_o \) is calculated using Eq. (7) and is used to design the ZN–PI and CC–PI controllers.

\[K_o = \frac{X_o}{K_{prcs}} \times \frac{T}{L} \quad (7)\]

In this equation, \( X_o \) is the current command \( i^* \), used to obtain the FPDT model. The parameter \( K_o \) is used to find \( K_p \) and \( K_i \) both by ZN–PI and CC–PI controllers. The ZN controller gains \( K_p \) and \( K_i \) are calculated by Eq. (8), in which the parameters \( L \) and \( T \) are obtained from Eq. (5) and \( K_o \) is calculated by Eq. (7).

\[K_p = \frac{0.9K_o}{L} \quad T_i = 3.3L \quad (8)\]

The CC tuning rules shown in Eq. (9) are applicable to a broader class of plants.

\[R = \frac{L}{T} \quad K_p = K_o \left(0.9 + \frac{R}{(\alpha + 2R)}\right) \quad K_i = L^{\left(\frac{3\alpha + 2R}{(\alpha + 2R)}\right)} \quad (9)\]

These rules are used to calculate \( K_p \) and \( K_i \) for the CC tuned controller, where \( L \) is the dead time, \( T \) is the time constant, and \( R \) is the ratio of \( L \) and \( T \) as defined in Eq. (9). The gains obtained after the application of the ZN and CC tuning rules are tabulated in Table I. For the procedure to determine gains and the order \( \alpha \) of the FO–PI controller, please see the sections C and D below. In Table I, the order \( \alpha = 1 \) for the CC–PI, ZN–PI, and TE–PI because these are IO controllers, and a full first-order integral is used.

C. Fractional-order Control: A Brief Review

Fractional calculus, which is at the base of FO control, is almost as old a discipline as IO calculus [29]. FO controllers and models have been successfully used on a wide number of experimental platforms, such as DC motor speed control, heat flow, and Tokamak plasma position control [29], to name a few. In all such experimentation, when compared with IO controllers, the FO controllers can better deal with the plant nonlinearities and effects of noise and disturbance, as well as reduce the required control effort. This outcome can be attributed to the fact that traditional PI and PID controllers have only two or three gains, respectively, which can be tuned. On the other hand, their FO counterparts, namely, FO–PI and FO–PID controllers have three or five parameters, respectively, which can be tuned. The availability of additional parameters that can be tuned [30] makes meeting the following desirable characteristics of a controller easier: (1) specified phase margin, (2) specified gain margin, (3) specified open-loop gain crossover frequency (\( \omega_m \)), (4) flat phase around \( \omega_m \), (5) zero steady-state error, and (6) specific gains at specific frequencies of the four possible closed-loop sensitivity functions.

The flat phase around \( \omega_m \) is specifically important because in real-life systems, such as an induction motor, motor parameters may change slightly over time because of wear and tear, routine use, and so on. From a control perspective, these changes cause a change in the overall motor transfer function gain. The flat-phase around \( \omega_m \) is crucial because it guarantees that the phase margin remains unchanged even if the plant gain changes. This effect makes the controller more robust to disturbances and the aging of the plant (motor) under control. Moreover, from basic control theory, introducing a \( D \) term in a controller can improve the settling time and even reduce overshoot, though it can also amplify the noise. When an FO–PI controller is used, the implementation [29] of an integral term of order 0.7 may require that a derivative operator of order 0.3 is used. This will have several effects. Some of the benefits caused by the existence of a derivative term are retained, but ill effects owing to disturbances and noise are attenuated compared with a first-order derivative term. These controllers are also saturated slower than conventional PI controllers because an integral term of positive order less than 1 winds up slower than a conventional first-order integrator. The above discussion demonstrates the advantages of using an FO controller over a traditional IO controller. Note that packages such as the “Ninteger toolbox” are readily available [24], thus allowing the implementation of FO derivatives/integrals and
associated controllers.

An FO–PI controller given by Eq. (10) is obtained by replacing the IO integral term in the PI controller by an integral term of arbitrary order [31].

\[ u(t) = K_p e(t) + K_i \left( \int_0^t e(t) \, dt \right) \]  
\[(10)\]

where \( u(t) \) is the control output, \( e(t) \) is the error between the actual speed and the reference speed, and \( \alpha \) is the order of the integral operator. The order \( \alpha \) is an additional parameter that can be tuned along with the gains of the FO–PI controller \( K_p \) and \( K_i \). The differintegral operator \( \frac{\alpha}{\alpha}D_\alpha^\alpha f(t) \) is used for evaluating the integral of arbitrary order, and the FO Caputo derivative-based implementations with \( a \) and \( t \) are used as the upper and lower terminals, respectively, as shown in Eq. (11).

The letter \( C \) on the left-hand side (LHS) of Eq. (11) is used to show that the operator used is of the Caputo form. Contrary to the definition of a regular IO derivative, which is specified at an instant of time, the differintegral operators are required to be specified over a range of time given by the lower and upper time limits, which are defined by \( a \) and \( t \), respectively. \( a \) represents a previous instant of time, and \( t \) represents the current time instant.

\[ \frac{\alpha}{\alpha}D_\alpha^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t \frac{f^{(n)}(\tau)}{(t-\tau)^{\alpha+n-1}} \, d\tau \]  
\[(11)\]

\[ n - 1 < \alpha < n; \; n \in Z; \; \Gamma(\cdot) \text{ represents the standard Gamma function, that is, } \Gamma(x + 1) = x\Gamma(x) \text{ and } \alpha < \gamma. \]

Note that \( f^{(n)}(\cdot) \) represents the \( n \)th-order derivative of the function \( f(\cdot) \). As an example, consider \( \alpha = 0.5 \), that is, \( \alpha \) lies between integers \( n - 1 = 0 \) and \( n = 1 \). If \( \alpha = 0.1 \) second, we can write the above Caputo differintegral operator for a given function \( f(t) \), which is evaluated at time \( t \) as

\[ \frac{\alpha}{\alpha}D_\alpha^{0.5} f(t) = \frac{1}{\Gamma(0.5)} \int_a^t \frac{f^{(1)}(\tau)}{(t-\tau)^{0.5+1}} \, d\tau \]  
\[(12)\]

where \( f^{(1)}(\cdot) \) represents the first-order derivative of \( f(\cdot) \). Note that \( f^{(0)}(\cdot) \) represents the function \( f(\cdot) \) itself.

The differintegral operator can also be defined using the Grunwald–Letnikov (GL) form given in Eq. (13) or the Riemann–Liouville (RL) form given in Eq. (15) [32]. Similar to Eq. (11), the letters \( a \) and \( t \) on the LHS of Eq. (13) represent the upper and lower terminals of time, respectively. The letters GL on the LHS of Eq. (13) shows that the operator used is of the GL form.

\[ \frac{\alpha}{\alpha}D_\alpha^{0.5} f(t) = \lim_{n \to a} h^n \sum_{k=a}^{n} \frac{\alpha}{k} (-1)^k \frac{\alpha}{k} f(t - kh) \]  
\[(13)\]

where \( \frac{\alpha}{k} \) represents binomial coefficients. The \( n \) in Eq. (13) is an integer that represents the number of terms to be considered in the summation in Eq. (13); it has nothing to do with \( n \) in Eq. (11). The idea for using Eq. (13) is to make the step size \( h \) close to 0 as possible, which can be achieved by increasing the number of terms \( n \) in the summation in Eq. (13). As an example, consider \( \alpha = 0.5 \). If \( a = 0.1 \) second and \( n = 5 \), then we can write the GL differintegral operator for a given function \( f(t) \), which is evaluated at time \( t \) as follows:

\[ \frac{\alpha}{\alpha}D_\alpha^{0.5} f(t) = \lim_{h \to a} h^n \sum_{k=a}^{n} \frac{\alpha}{k} (-1)^k \frac{\alpha}{k} f(t - kh) \]  
\[(14)\]

where \( h = \frac{t - a}{5} \) and \( \frac{\alpha}{k} = \frac{\Gamma(0.5 + 1)}{\Gamma(k + 3)\Gamma(0.5 - k + 1)} \). Note that \( \Gamma(1.5) = 0.8862 \) and several other equivalent definitions for calculating binomial coefficients for real numbers are available. However, the one shown above is a general form which allows calculation of binomial coefficients for non-integer values.

Another way to represent the differintegral operator is through the RL form shown in Eq. (15). The letters \( a \) and \( t \) on the LHS of Eq. (15) represent the upper and lower terminals of time, respectively. The letters RL on the LHS of Eq. (15) show that the operator used is of the RL form.

\[ \frac{\alpha}{\alpha}D_\alpha^{0.5} f(t) = \left( \frac{1}{\Gamma(m+1-a)} \right) \frac{d}{dt} \left( \frac{d}{dt} \right) \]  
\[(15)\]

\[ m \geq 0; \; m \in Z; \; \Gamma(\cdot) \text{ represents the integer part of the real number } \alpha. \]

The \([\cdot]\) operator represents the integer part of the real number \( \alpha \). As an example, consider \( \alpha = 0.5 \). If \( a = 0.1 \) second, and realizing that in this case \( m = [0.5] = 0 \), \( m + 1 = 1 \), then we can write the RL differintegral operator for a given function \( f(t) \), which is evaluated at time ‘\( t \)’ as

\[ \frac{\alpha}{\alpha}D_\alpha^{0.5} f(t) = \left( \frac{1}{\Gamma(m+1-0.5)} \right) \frac{d}{dt} \left( \frac{d}{dt} \right) \]  
\[(16)\]

Note that the operators \( \frac{\alpha}{\alpha}D_\alpha^\alpha f(t) \), \( \frac{\alpha}{\alpha}D_\alpha^\alpha f(t) \), and \( \frac{\alpha}{\alpha}D_\alpha^\alpha f(t) \) are called the differintegral operators because \( \alpha \) can take positive or negative real values. As a result, they can act as an FO integral or an FO differentiator. The advantages and disadvantages of each type of operator can be found in any standard reference about fractional calculus [32]. For example, one common disadvantage related to some forms of differintegral operators is that the limit value of the differintegral operator must be determined at the initial time instant or at the time instant equal to the lower terminal value of time. As shown in Eq. (17) the initial condition for the differintegral operator in RL form below, the value \( b_1 \) must be found. The value of \( b_1 \) will be different for different functions, different orders \( \alpha \), and different lower terminal values \( a \).

\[ \lim_{t \to a} \frac{\alpha}{\alpha}D_\alpha^\alpha f(t) = b_1 \]  
\[(17)\]

The Caputo form does not have such issues related to initial conditions [29].

### D. Tuning Rules for FO–PI Controller

The tuning rules used for the design of an optimum FO–PI controller developed in [27] are a generalized form of maximum sensitivity (\( M_s \)) constrained integral gain optimization (MIGO)-based tuning method. They have been modified for FO–PI controllers and are called fractional
MIGO (F-MIGO) tuning rules [27]. The dead time is represented by \( T \) in the tuning rules given in Eqs. (18)-(21).

\[
\tau = \frac{L}{T + L}, \alpha = \begin{cases} 
1.1 & \tau \geq 0.6 \\
1.0 & 0.4 \leq \tau \leq 0.6 \\
0.9 & 0.1 \leq \tau < 0.4 \\
0.7 & \tau < 0.1 
\end{cases} 
\]  \quad (18)

\[
K_p = \frac{1}{K_{pC}} \left( \frac{0.2978}{L+0.000307} \right) 
\]  \quad (19)

\[
T'_i = T \left( \frac{0.0578}{l^2 - 3.402L + 2.405} \right) 
\]  \quad (20)

\[
K_i = \frac{K_p}{T'_i} 
\]  \quad (21)

These rules are developed by imposing a constraint on the maximum load disturbance to output sensitivity (\( M_I \)) and the resonance peak of the closed-loop system (\( M_p \)). In the Nyquist plot, \( M_I \) is represented as a circle of radius \( 1/M_I \) centered at \(-1\), while \( M_p \) is represented as a circle of radius \( |M_p/(M_p^2-1)| \) centered at \([-M_p/(M_p^2-1)]\). The integral gain (\( K_i \)) of the controller is maximized subject to the constraint that the Nyquist plot of the loop transfer function should encompass both \( M_I \) and \( M_p \) circles [27]. The FO \( \alpha \) depends on the relative dead time \( \tau \), as shown in Eq. (18). The authors in [27] conducted several tests on systems with different \( \tau \). If the systems have values of \( \tau \) in different ranges, then different values of \( \alpha \) must be chosen according to Eq. (18).

For example, if \( \tau \) is between 0.4 and 0.6 in value, then \( \alpha \) must be chosen as 1; otherwise, if \( \tau \) is between 0.1 and 0.4, then \( \alpha \) must be chosen as 0.9, and so on. In our work, the value of \( \tau \) is determined using the numbers obtained for \( T \) and \( L \) as shown in Eq. (5). For each type of system with the value of \( \tau \) in the ranges given in Eq. (18), the authors in [27] conducted tests for various values of \( \alpha \). The best FO (\( \alpha \)) for each system is chosen to be the one that gives the minimum integral squared error (ISE). A choice of \( \alpha \) works over a certain range of values of the relative dead time \( \tau \); these are shown in the tuning rules in Eq. (18). Equations (19)–(21) are used to calculate the gains of an FO–PI controller; these gains are tabulated in Table I. The order of the integral obtained for the FO–PI controller is 0.7. The integral gains obtained in the cases of the ZN–PI and CC–PI controllers are higher compared with the corresponding integral gain in the case of the FO–PI controller. The TE–PI controller is also used for comparison with other controllers. The \( K_p \) and \( K_i \) gains obtained using the trial-and-error technique at the rated speed of the test induction motor are also included in Table I.

The computer simulations for an IFO drive system (Fig. 1) with a sine triangle pulse-width modulated inverter are developed in the SIMULINK environment. A 175 W prototype induction motor, whose parameters are given in Table II, is used in both simulation and experimental studies. The controller is designed using the FPDT model of the system developed in Section II-A. The resulting gains \( K_p \) and \( K_i \) and the order are shown in Table I. The order of the integral obtained for the FO–PI controller is 0.7. The integral gains obtained in the cases of the ZN–PI and CC–PI controllers are higher compared with the corresponding integral gain in the case of the FO–PI controller. The TE–PI controller is also used for comparison with other controllers. The \( K_p \) and \( K_i \) gains obtained using the trial-and-error technique at the rated speed of the test induction motor are also included in Table I.

The controller performance is tested for 1400 RPM square-wave tracking. The simulation results using FO–PI and IO–PI (ZN–PI, CC–PI, and TE–PI) controllers are shown in Figs. 3 and 4. The controller parameters are kept as tabulated in Table I for all the simulations and experimental study. The speed response of all four controllers presented in Figs. 3(a) to (d) show that the FO–PI controller has an overshoot of 8.3%, which is less than that of the three IO controllers. The overshoot is highest in the case of the CC–PI and ZN–PI controllers at 44.25%. The TE–PI controller, on the other hand, has an overshoot of 30.83%, which is lower than those of the CC–PI and ZN–PI controllers but higher than that of FO–PI controller, as shown in Fig. 3(d).

Figs. 4(b) and (c) show that compared with the FO–PI controller, the CC–PI and ZN–PI controllers require the maximum allowable quadrature current \( (i_{qs}) \) for a longer period during the transient to track the same reference. The \( i_{qs} \) plotted for the TE–PI controller [Fig. 4(d)] shows that it requires less control effort than the CC–PI and ZN–PI controllers, but its performance is poorer compared with the FO–PI controller. The magnitude of \( i_{qs} \) in the case of both CC–PI and ZN–PI controllers is 1 A for approximately 3.33
seconds, every time the reference has a step change of 2800 RPM. The FO–PI controller’s \( i_q \) is 1 A for approximately 1.3 seconds. These findings indicate that the FO–PI controller designed using the tuning rules presented in Section II–D result in lower overshoot and require lesser control effort compared with IO controllers (CC–PI, ZN–PI, and TE–PI).

IV. EXPERIMENTAL RESULTS

The motor drive system setup in the laboratory is shown in Fig. 5, and its specifications are given in Table III. This drive system is used to compare the performance of IO–PI and FO–PI controllers. The controller gains are kept the same as given in Table I. The induction motor drive system is affected by the nonlinearities introduced because of the PWM-based three-phase inverter and the nonlinear nature of the motor itself. Three performance parameters, ISE, IAE, and ITAE as defined by Eq. (22), are used to compare these controllers’ capability to accurately track the reference speed. Moreover, the control effort required by the controller for tracking the reference speed is used to evaluate the torque per ampere output of the machine.

A. Evaluation of the Controller’s Speed Tracking Performance

The speed tracking performance of the drive system is tested by setting up a square-wave reference of 1400 RPM. The IAE, ISE, and ITAE for the first 20 seconds are plotted in Fig. 6. The IAE, ISE, and ITAE at the end of 20 seconds are 38.75, 2,494, and 1,236, respectively, when the motor speed is regulated by the FO–PI controller. The performance of the CC–PI and ZN–PI controllers is poorer compared with that of the FO–PI controller, with IAE, ISE, and ITAE of 67, 4,574, and 2,114, respectively, for both controllers. These results show that the FO–PI controller performs better than the IO controllers. The poor performance of IO controllers is caused by the high \( K_p \) and \( K_i \) gains. The TE–PI controller shows slight improvement over the other IO controllers, and the IAE, ISE, and ITAE are observed to be 59.32, 3,258, and 1,858, respectively.

\[
\text{IAE} = \int_0^t \| e(t) \| \, dt \\
\text{ISE} = \int_0^t (e(t))^2 \, dt \\
\text{ITAE} = \int_0^t t \cdot \| e(t) \| \, dt
\]

(22)

The speed tracking of all four controllers for a square-wave reference is compared in Fig. 7. As the reference changes from 1400 to \(- 1400\) RPM and vice versa, a step change of 2800 RPM is applied, and the percentage overshoots are observed to be 6.5% for FO–PI controller, 41.78% for both CC–PI and ZN–PI, and 27% for TE–PI controller. The FO–PI controller for the initial step of 1,400 RPM has an overshoot of 4.1%, whereas the CC–PI and ZN–PI controllers have an overshoot of 52.9%. This result shows that the overshoot of the FO–PI controller is significantly lesser than those of the CC–PI and ZN–PI controllers, thereby showing better performance of FO–PI controller compared with the CC–PI and ZN–PI controllers. The overshoot of the TE–PI controller is observed to be 10%, which is less than that of the CC–PI and ZN–PI controllers. However, the speed tracking performance of the TE–PI controller is poorer compared with that of the FO–PI controller.
The performances of the four controllers are also compared in terms of the actual $i_q$ required by the controllers to track the reference. The high $K_p$ and $K_i$ gains of the CC–PI and ZN–PI controllers force the use of high $i_q$, which runs the controllers into saturation. The command $i_{q^*}$ and actual $i_q$ for all the four controllers are plotted in Figs. 8 (a) to (d). During the transient, all controllers apply the maximum $i_q$ to track the reference. However, when the motor is running in the steady-state condition at 1400 RPM, the actual $i_q$ of the FO–PI controller is limited between 0.1606 and 0.3748 (only positive control effort). The control output of CC–PI and ZN–PI controllers [Figs. 8 (b) and (c)] constantly switches between 0.6 and $-0.17$ during steady-state operation at 1400 RPM. Moreover, the mean of the absolute values of $i_q$ observed in the case of the FO–PI controller is 0.2481, lesser than the absolute mean of the $i_q$ observed in the case of the CC–PI and ZN–PI controllers at 0.3028 and 0.3037, respectively. The absolute mean of the actual ($i_q$) in case of TE–PI controller is almost the same as that of the FO–PI controller, that is, 0.2446, which shows that FO–PI and TE–PI have similar steady-state control efforts. However, the lower control effort of the TE–PI controller degrades the transient performance. This finding indicates that the designed FO–PI controller requires lesser control effort ($i_{q^*}$) than the IO CC–PI and ZN–PI controllers for tracking the same reference. Thus, the FO–PI controller can maximize the torque per ampere output of the machine.

**B. Low Speed Performance and Disturbance Rejection**

In this section, the performances of FO–PI and IO controllers are compared for low-speed tracking and disturbance rejection. A step command of 50 RPM is selected for testing the low-speed tracking. Figs. 9 and 10 show the performances of the FO–PI, CC–PI, ZN–PI, and TE–PI controllers. All four controllers can effectively track the desired reference. However, the CC–PI and ZN–PI controllers require more control effort, that is, quadrature current ($i_q$), than the FO–PI controller. The absolute mean value of the actual $i_q$ required by the FO–PI controller is 0.1859, lower than the absolute mean value of actual $i_q$ in the cases of CC–PI, ZN–PI, and TE–PI controllers at 0.2701, 0.2512, and 0.1818, respectively. Thus, the FO–PI controller gives better torque per ampere output compared with PI controllers in the case of low-speed tracking. However, the TE–PI controller can track the reference with lesser control effort, but the motor response to the step command has a large time delay, as shown in Fig. 9(d).

Next, we investigate the disturbance rejection capability of the controllers by adding a step load at 10 seconds, followed by its removal at 20 seconds while the motor is running at 1400 RPM. The speed response and the required control effort ($i_q$) are plotted in Figs. 11 and 12, respectively. The speed response of the FO–PI controller shows that the controller can completely reject the disturbance. The CC–PI and ZN–PI controllers also reject the external disturbance by applying a much higher actual $i_q$ than the FO–PI controller. The FO–PI controller applies an absolute mean $i_q$ of 0.633, which is less than the control effort of 0.6680 and 0.7050 required by the CC–PI and ZN–PI controllers, respectively. The TE–PI can also reject the disturbance with a control effort (0.635) almost like that of the FO–PI controller, as shown in Fig. 12. However, the motor speed has a dip of about 200 RPM when the load is added and an overshoot of 200 RPM upon load removal. Thus, the CC–PI and ZN–PI controllers require a high control effort for the external

### TABLE III

<table>
<thead>
<tr>
<th>Drive System Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverter rating 500 V DC, 10 KHz</td>
</tr>
<tr>
<td>Motor rating 415 V, 175 W</td>
</tr>
<tr>
<td>Controller dSPACE 1103</td>
</tr>
<tr>
<td>Sampling time 0.1 ms</td>
</tr>
<tr>
<td>Current sensor 25 A (LEM LA-25-NP)</td>
</tr>
<tr>
<td>Encoder 360 pulses per revolution</td>
</tr>
</tbody>
</table>

A = ampere, V = Volt, W = Watt, m = milli, H = Henry, RPM = Revolutions per minute, Ω = Ohm.

---

Fig. 5. Experimental setup for the IFO drive system.

Fig. 6. Comparison of step response performance of all controllers.
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Fig. 7. Performance comparison of FO–PI and PI controllers for 1400 RPM square-wave speed tracking: (a) FO–PI controller, (b) CC–PI controller, (c) ZN–PI controller, and (d) TE–PI controller. The red curve shows the speed command, while the blue curve represents the actual speed of the motor.

disturbance rejection, whereas the TE–PI controller is unable to effectively reject the external disturbance.

C. Controller’s Performance Under Detuning

The IFO control of an induction machine depends upon the feed forward slip calculation for which the knowledge of accurate rotor time constant is critical. However, heating and saturation effects can cause variations in the rotor time constant. If the rotor time constant varies and its value is not adapted in real time, it will result in a wrong slip command and loss of field orientation, which degrades machine performance. The drive system when fed with a wrong rotor time constant is termed as detuned. The two solutions to overcome the detuning problem are fixing the rotor time constant by parameter adaptation or designing a controller that is less sensitive to the variations in rotor time constant. This work evaluates the performance of FO–PI for a detuned IFO induction motor drive system and compares its performance with that of PI controllers under the detuned condition. The rotor time constant \( T_r = L_r/R_r \) of the prototype induction motor drive system can be calculated using the motor parameters given in Table II. Its value is found to be 46.5879 \( \times 10^{-3} \). Thus, the value of \( 1/T_r \) used in the field-orientation block for slip calculation is 21.46. The drive system is operated at 1400 RPM, and the reciprocal of the rotor time constant \( (1/T_r) \) is initially doubled (42.92) and then brought to half (10.73) of its nominal value, as shown in Fig. 13(a). A load of 0.2 Nm torque is likewise added to rigorously compare the controllers’ performance under the detuned operating condition. The speed tracking of the FO–PI controller is almost unaffected when \( 1/T_r \) is doubled and is reduced to half of its nominal value. However, an overshoot of 20 RPM is observed as the \( 1/T_r \) is brought back from half to its normal value at 58 seconds. The CC–PI and ZN–PI controllers can also maintain the speed, but they start to destabilize and lose the speed tracking as the detuning persists for a longer period. High overshoot is observed in the case of the TE–PI controller every time the \( 1/T_r \) is changed. Thus, the FO–PI controller can track the motor speed better than the CC–PI, ZN–PI, and TE–PI controllers.

The actual \( i_q \) of FO–PI and PI controllers under the detuned operation are evaluated by plotting the required actual torque current \( i_{qs} \) in Fig. 14. The controller effort for
Fig. 10. Control effort comparison of FO–PI and PI controllers during low speed tracking at 50 RPM: (a) FO–PI controller, (b) CC–PI controller, (c) ZN–PI controller, and (d) TE–PI controller. The red curve shows the controllers’ torque command current, while the blue curve represents the actual current.

Fig. 11. Disturbance rejection comparison of FO–PI and PI controllers while operating at 1400 RPM: (a) FO–PI controller, (b) CC–PI controller, (c) ZN–PI controller, and (d) TE–PI controller. The red curve shows the speed command, while the blue curve represents the actual speed of the motor.

The FO–PI controller shown in Fig. 14(a) shows a slight increase to overcome the detuning effects. In the case of the FO–PI controller, the $i_{qs}$ varies between the maximum value of 0.53 and the minimum value of 0.26. This range increases when the machine is controlled by the CC–PI and ZN–PI controllers between 0.836 and –0.05. The $i_{qs}$ required by the TE–PI controller varies between 0.37 and 0.49, lower than the other three controllers but at the expense of a high overshoot.
Comparative Analysis of Integer-order and Fractional-order Proportional …

Fig. 14. Control effort comparison of FO–PI and PI controllers for a detuned machine operating at 1400 RPM: (a) Variation in rotor time constant (1/Tr), (b) FO–PI controller, (c) CC–PI controller, (d) ZN–PI controller, and (e) TE–PI controller. The red curve shows the controllers’ torque command current, while the blue curve represents the actual current. (The red–blue distinction is not valid for the first curve.)

Observing Figs. 14(c) and (d) between 42 and approximately 62 seconds shows that CC–PI and ZN–PI controllers are destabilized for a detuned drive system; oscillations in the motor speed around the desired reference are also observed in Figs. 13(c) and (d). Moreover, audible motor vibrations are observed in the laboratory. These vibrations can be explained by the windup of the integrator because the controller is able to return to stable operating conditions after some time, as shown in Figs. 13(c) and (d) and 14(c) and (d). The windup problem is not observed when the motor is controlled using FO–PI or TE–PI controllers.

D. Controller’s Performance in Field-weakening Region

Motor flux in the field-weakening region must be reduced to decrease the motor back EMF and increase the motor speed. Therefore, below the base speed, the flux command current \( i_{ds}^* \) is fixed at 0.4 A, and above the base speed field, weakening is applied using Eq. (23) while motor speed is linearly increased up to 2500 RPM. The results plotted in Figs. 15 and 16 show the drive system performance as the speed is increased linearly from 600 RPM to 2500 RPM. The flux command current \( i_{ds}^* \) is plotted in both Figs. 15 (a) and 16 (a), and it reaches a final value of 0.2 A at 2500 RPM.

\[
i_{ds}^* = \begin{cases} 
0.4, & \omega_r < 1500 \\
0.00019\omega_r + 0.68, & 1500 \leq \omega_r \leq 2500
\end{cases}
\]  

(23)

Fig. 15. Performance comparison of FO–PI and PI controllers in the field-weakening region while speed changes from 600 RPM to 2500 RPM: (a) \( i_{ds}^* \) (b) FO–PI controller, (c) CC–PI controller, (d) ZN–PI controller, and (e) TE–PI controller. The red curve shows the speed command, while the blue curve represents the actual speed of the motor.

The command and actual control efforts \( i_{qs}' \) and \( i_{qs} \) are plotted in Fig. 16 for all controllers. The mean \( i_{qs}' \) required by the FO–PI controller is 0.3131 A, which is considerably
lesser than the ones required by CC–PI and ZN–PI controllers at 0.3323 and 0.3286 A, respectively. The TE–PI controller performs slightly better than the FO–PI controller, with a mean torque control effort of 0.2158 A.

V. CONCLUSIONS

An FPDT model of the induction motor is developed for the speed control of an IFO drive system, after which FO–PI and IO–PI (CC–PI, ZN–PI, and TE–PI) controllers are designed. A quantitative comparison using IAE, ISE, and ITAE shows that the FO–PI controller performs better than the ZN–PI, CC–PI, and TE–PI controllers. The three integer controllers resulted in a high overshoot both in simulation and experimentation when the drive system is tested for square-wave tracking. However, the FO–PI controller shows comparatively negligible overshoot both in the simulation and experimentation. The torque command current required by the FO–PI controller also shows that it provides better torque per ampere output of the machine compared with linear PI controllers.

Moreover, the FO–PI controller demonstrates good disturbance rejection characteristics with minimal control effort compared with the IO controllers and exhibits better speed tracking for a detuned IFO drive system. By contrast, the speed tracking is degraded and an unstable motor speed tracking for a detuned IFO drive system. By contrast, the FO–PI controller demonstrates good disturbance rejection characteristics with minimal control effort compared with the IO controllers and exhibits better performance in the field-weakening region of the drive system and provides higher torque per ampere output of the machine compared with linear PI controllers.
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