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Abstract

It is usually difficult for dual-active-bridge (DAB) dc-dc converters to operate efficiently at light loads. This paper presents an in-depth analysis of a DAB with triple-phase-shift (TPS) control under the light load condition to overcome this problem. A kind of operating mode which is suitable for light load operation is analyzed in this paper. First, an analysis of the zero-voltage-switching (ZVS) constraints for the DAB converter has been carried out and a reasonable dead-band setting method has been proposed. Secondly, the basic operating characteristics of the converter are analyzed. Third, under the condition of satisfying the ZVS constraints, both the reactive power and the root mean square (RMS) value of the current are simultaneously minimized and a particle swarm optimization (PSO) algorithm is employed to analyze and solve this optimization problem. Lastly, both simulations and experiments are carried out to verify the effectiveness of the proposed method. The experimental results show that the converter can effectively achieve ZVS and improved efficiency.
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I. INTRODUCTION

In recent years, dual-active-bridge (DAB) dc-dc converters have received more and more attention. The DAB dc-dc converter was originally introduced in the 90's [1]. Due to its advantages in terms of high-power density, zero voltage switching (ZVS), electrical isolation, bidirectional power transmission and modularity, it has gained a lot of popularity and been widely used in distributed power generation systems, hybrid electric vehicles (HEVs), microgrids and battery energy storage systems [2]-[8].

Phase-shift control schemes including single-phase-shift (SPS) control, dual-phase-shift (DPS) control, extended-phase-shift (EPS) control and triple-phase-shift (TPS) control, have been widely applied in DAB converters. In the SPS control, only the phase-shift angle can be controlled. If the voltages on both sides of the transformers do not match, the current stresses are high. In addition, it is hard to realize soft-switching [9], [16]. In the DPS control, the cross-connected switch pairs in both of the full bridges are switched with the inner phase-shift angle, and the two inner phase-shift angles are same [10], [11]. In the EPS control, the cross-connected switch pairs in one full bridge are switched in turn, while the switch pairs in the other full bridge are switched with the inner phase-shift angle [7]. Both the DPS and EPS controls have an external phase-shift angle between the two full-bridges. To further improve both the converter performance and the flexibility of the control, the TPS control was proposed in [12], [13]. In the TPS control, the inner phase-shift angle in both of the full bridges may be unequal. An analysis of the phase-shift control shows that all of the other phase-shift controls are only special cases of the TPS control.

It is important for DAB converters to work in optimized operation modes. Minimum current stress switching schemes for DAB converters with the TPS control and the corresponding control method are proposed in [14], [15]. In [16], the characteristics of the DAB converter are analyzed in
Fig. 1. DAB: (a) Schematic; (b) equivalent circuit.

detail with the EPS control and the TPS control. In addition, the minimum RMS values of the inductance current are chosen as optimization objectives. In order to improve efficiency, a strategy for minimizing the reactive power of the DAB with the DPS control was also proposed in [10] and [17]. The above optimization strategies are essentially the optimization and control of the inductor current. Some studies directly analyze the losses of the converter. An optimal modulation scheme with minimum conduction and copper losses is presented for the DAB with the TPS control in [13]. Similarly, on the basis of loss models, an efficiency-optimized switching strategy and the corresponding control of the converter with the DPS control are proposed in [18].

An analysis of soft-switching is always accompanied by an analysis of dead-band operation. An inappropriate dead-band degrades the performance of converters through voltage polarity reversal, voltage sag and phase drift [19]. To better understand the optimum dead-band and its main influencing factors, a double-pulse test was carried out to characterize the switching behavior, and an adaptive dead-band control scheme was proposed in [20]. The key to realizing soft-switching is to analyze and control the inductor current in the dead-band [21], [22]. In [15], the commutations in the dead-band are analyzed, and then the soft-switching constraints are obtained. These constraints are not strictly a prerequisite for converter optimization.

In this paper, the resonances in all of the dead-bands are analyzed in detail. At light loads, the converter current stress is very small and the effect of reactive power on efficiency is more significant [17]. In addition, the RMS value of the current is the main cause of copper and conduction losses. Thus, the optimization objectives in this paper include minimizing both the reactive power and the RMS value of the inductor current. The other parts of this paper are organized as follows. In section II, a detailed analysis of the ZVS constraints has been carried out and a reasonable dead-band setting method has been proposed. Then, the basic operating characteristics of the converter at light loads are analyzed. In Section III, an optimized modulation scheme is proposed under the condition of the ZVS constraints. PSO is used to analyze and solve this optimization problem to get the three control parameters of the TPS control. In Section IV, both simulation and experimental results are illustrated. In the last section, some conclusions are given.

II. TPS CONTROL THEORY AND AN ANALYSIS OF THE LIGHT LOAD OPERATING MODE

The circuit topology of a DAB is shown in Fig. 1, where $U_1$ and $U_2$ are the DC voltage on both sides of the converter, $L$ is the sum of the transformer leakage inductor and the auxiliary inductor. In the TPS control scheme for the DAB, the converter works in six operating modes depending on the different values of phase-shift angles when power is transmitted forward [16]

A. TPS Control Theory

The related waveforms of a converter with TPS control at a light-load are shown in Fig. 2, where the dead-band is magnified, $V_{AB}$ and $V_{CD}$ are the equivalent ac output voltages of the two full bridges on $U_1$ side, $T_{hf}$ represents half of the switching period, and $i_L$ is the current through $L$. $D_1$ is the ratio of the high level time of $V_{AB}$ to $T_{hf}(t-t_3)/T_{hf}$, and $D_2$ is defined in the same way. The ratio of the phase difference between $V_{AB}$ and $V_{CD}$ to $\pi$ is defined as the duty ratio $D_3$. When the phase of $V_{AB}$ is ahead of $V_{CD}$, $D_3$ is positive, while $D_3$ is negative. The ratio of the dead-band to $T_{hf}$ is $DT$. $D_1$ and $D_2$ are controlled by the inner phase-shift
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angles of both of the full bridges, and the \( D_2 \) is controlled by
the outer phase-shift angle between the two full bridges. \( n \) is
the turns ratio of the transformer, and the voltage conversion
ratio \( k \) is defined as \( k = n U_2 / U_1 \). Only the case of \( D_2 > 0 \) and \( k \leq 1 \)
is analyzed in this paper. However, other conditions could be
analyzed similarly.

**B. Analysis of Resonance in the Dead-band**

The light-load operating mode is characterized by
the rising edge of \( V'_{cd} \) from 0 to \( U_2 \) leading the rising edge of \( V_{ab} \) from
\( U_1 \) to 0 [15], [16]. Thus, only this mode is analyzed in this
section. To work in the light-load mode, the following
constraint should be satisfied:

\[
-D_1 + D_2 - 2D_3 \geq 0
\]  

(1)

Since the waveforms of the DAB are anti-symmetric at
every half-switching cycle, the resonance analysis is only
carried out in the first half of the cycle.

**Fig. 4. Equivalent circuit of a DAB in the dead-band of \([t_5, t_6]\).**

During \([t_5, t_6]\), which is a dead-band, \( S_1, S_2 \) and \( S_8 \) are on, \( S_3 \)
is turned off at \( t = t_5 \) at an approximate ZVS because the
voltage of \( C_4 \) cannot mutate. In the interval, the inductor \( L \)
resonates with \( C_4 \) to complete the process of
discharging \( C_4 \) and charging \( C_5 \) as shown in Fig. 3(c). Since
\( i_5(t) \leq 0 \) in this interval, if the anti-parallel diode of \( S_3 \) begins
to conduct after the voltage of \( C_4 \) is clamped to zero, \( S_3 \) could
be turned on at the ZVS condition. The equivalent circuit in
this process is shown in Fig. 4. The differential equations of
the circuit in Fig. 4 are derived as follows:

\[
\begin{align*}
-i_1(t-t_5) &= C_3 \frac{du_1}{dt}(t-t_5) + C_4 \frac{du_4}{dt}(t-t_5) \\
U_1 + u_c(t-t_5) &= L \frac{di_1}{dt}(t-t_5) + nU_2
\end{align*}
\]  

(2)

With the initial conditions: \( u_c(0) = -U_1 \) and \( i_1(0) = i_1(t_5) \).
The solutions of (2) are expressed as follows:

\[
\begin{align*}
u_c(t-t_5) &= -U_m \sin(\omega_4(t-t_5) + \alpha_1) + nU_2 - U_1 \\
i_1(t-t_5) &= i_1(t_5) \cos(\omega_4(t-t_5) - \frac{nU_2}{Z_L}) \sin(\omega_4(t-t_5)
\end{align*}
\]  

(3)

where, \( C_L = C_3 + C_4 \), \( \omega_4 = 1 / \sqrt{L C_L} \), \( Z_L = \sqrt{L / C_L} \)

\[
tan\alpha_4 = nU_2 / (Z_L i_1(t_5)) \quad U_{m4} = \sqrt{[Z_L i_1(t_5)]^2 + (nU_2)^2}
\]  

Similarly, according to Fig. 3(a), (b) and (d), the related
variables in the dead-bands \([t_1, t_2], [t_3, t_4]\) and \([t_5, t_6]\) are
expressed as follows:

\[
\begin{align*}
u_c(t-t_5) &= U_m5 \sin(\omega_5(t-t_5) - \alpha_5) \\
i_1(t-t_5) &= i_1(t_5) \cos(\omega_5(t-t_5) + \frac{C_R U_2}{\sqrt{L C_R}} \sin(\omega_5(t-t_5)
\end{align*}
\]  

(4)

where, \( C_R = C_3 + C_5 \), \( \omega_5 = n / \sqrt{L C_R} \), \( Z_R = \sqrt{L / C_R} \)

\[
tan\alpha_5 = U_2 / (Z_R i_1(t_5)) \quad U_{m5} = \sqrt{[Z_R i_1(t_5)]^2 + U_2^2}
\]  

(5)

\[
\begin{align*}
u_c(t-t_5) &= U_m8 \sin(\omega_8(t-t_5) - \alpha_8) \\
i_1(t-t_5) &= i_1(t_5) \cos(\omega_8(t-t_5) - \frac{C_R U_2}{\sqrt{L C_R}} \sin(\omega_8(t-t_5)
\end{align*}
\]  

(6)

where, \( C_R = C_7 + C_8 \), \( \omega_8 = n / \sqrt{L C_R} \), \( Z_R = \sqrt{L / C_R} \)

\[
U_{m8} = Z_R i_1(t_5) \quad U_{m8} = \sqrt{[Z_R i_1(t_5)]^2 + U_2^2}
\]  

(7)

\[
tan\alpha_8 = nU_2 / (Z_R i_1(t_5)) \quad U_{m8} = \sqrt{[Z_R i_1(t_5)]^2 + (nU_2 - U_1)^2}
\]  

(8)
To achieve ZVS, the dead-band must be greater than the time in which the voltage of the capacitor connected in parallel across the switch drops to zero since the resonance occurs. From (3), (4), (5) and (6), it is know that the shortest time of any point to zero is not greater than a quarter of the resonant cycle. Thus, the dead-band can be set to a quarter of the resonant cycle. This can be based on the required dead-band to set the parameters of the inductor and the parallel capacitor. The resonant cycle is adjusted to four times the dead-band. This condition can be derived as follows:

\[
\frac{1}{4} = \frac{1}{T_S} = \frac{1}{(4 f)}
\]

C. Light-load Operating Characteristics

The effect of resonance on the output voltages of an H-bridge inverter can be neglected when the switching frequency is relatively low. According to the equivalent circuit of the DAB converter in Fig. 1(b) and Fig. 2, the steady-state current through inductor \( L \) can be expressed in (8), and times \( t_1, t_2, \ldots, t_8 \) are listed in Table I.

\[
i_L(t) = \begin{cases} 
\frac{kU_1}{L} + \frac{U_1}{4L_f} \left[ (k-1)D_1 - 2kD_3 + 2kDT \right] & (0 \leq t \leq t_1) \\
\frac{U_1}{4L_f} \left( -D_1 + kD_3 \right) & (t_1 \leq t \leq t_3) \\
\frac{kU_1}{L} - \frac{U_1}{4L_f} \left[ 2k - (k+1)D_1 + 2kD_3 - 2kDT \right] & (t_3 \leq t \leq t_5) \\
\frac{(1-k)U_1}{L} + \frac{U_1}{4L_f} \left[ 2k - (1-k)D_1 + 2kD_3 \right] & (t_5 \leq t \leq t_7) \\
\frac{kU_1}{L} + \frac{U_1}{4L_f} \left[ 2k + (1-k)D_1 + 2kD_3 - 2kDT \right] & (t_7 \leq t \leq T_s/2) \\
\end{cases}
\]

\[\text{Table I: Value of Each Time Point}\]

| \( t_1 \) | \( \frac{T_s}{2} - \frac{D_1 + D_2 + D_3 - DT}{2} \) |
| \( t_2 \) | \( \frac{T_s}{2} - \frac{D_1 + D_2 + D_3}{2} \) |
| \( t_3 \) | \( \frac{T_s}{2} - \frac{(1 - D_1 + D_2 + D_3 - DT)}{2} \) |
| \( t_4 \) | \( \frac{T_s}{2} - \frac{(1 - D_1 + D_2 + D_3)}{2} \) |
| \( t_5 \) | \( \frac{T_s}{2} - (D_1 - DT) \) |
| \( t_6 \) | \( \frac{T_s}{2} - (D_1) \) |
| \( t_7 \) | \( \frac{T_s}{2} - (D_1 - DT) \) |
| \( t_8 \) | \( \frac{T_s}{2} - (D_1 - DT) \) |

where \( f \) is the resonant frequency.

From Fig. 2, the average transmission power can be expressed as follows:

\[
P = U_1 \frac{1}{T_s} \int_{t_1}^{t_5} i_L(t) \, dt
\]

According to Table I, (8) and (9), the expression of the normalized transmission power can be derived as follows:

\[
\bar{P} = \frac{P}{P_{\text{base}}} = 4kD_1D_3
\]

where \( P_{\text{base}} \) is defined as follows:

\[
P_{\text{base}} = \frac{U_1^2}{8L_f}
\]

According to (10), transmission power is a function of \( D_1 \) and \( D_3 \) in this operating mode.

D. Soft-switching Constrains

According to the previous resonance analysis, two constraints for ZVS must be satisfied. One is that the direction of the inductor current needs to suit the commutation in the dead-band, and this current direction does not change within this dead-band. The other is that the inductor current must be large enough to complete the charging and discharging processes of the capacitors. According to the same switching characteristic of the switches in the same bridge leg, to ensure that \( S_1 \) and \( S_2 \) can be switched under ZVS, the inductor current must be greater than zero during the whole dead-band \([t_7, t_8]\).

This condition can be formulated as follows:

\[
i_L(t_8) \geq 0
\]

According to (8) the condition (12) is rewritten as:

\[
(1-k)D_1 + 2kD_3 \geq 2kDT
\]

According to (6), to ensure that the voltage across \( C_2 \) can resonate to zero, the condition in (14) must be satisfied.

\[
U_m2 \geq nU_2
\]

By combining the value of \( U_{m2} \) and (8), equation (14) can be rewritten as follows:

\[
(1-k)D_1 + 2kD_3 \geq 4f_s\sqrt{L(C_1 + C_2)}(2k-1)
\]
Similarly, to ensure that the switches $S_3$, $S_4$, $S_5$, $S_6$, $S_7$ and $S_8$ are switched under ZVS, the following conditions must be met.

\[
\begin{align*}
(k-1)D_1 + 2kD_3 &\geq (2k-2)DT \\
(k-1)D_1 + 2kD_3 &\leq -4f_s\sqrt{L(C_1+C_4)}[2k-1] \\
-D_1 + kD_2 &\geq 0 \\
-D_1 + kD_2 &\geq 2kDT \\
-D_1 + kD_2 &\geq 4f_s \frac{k}{n}\sqrt{L(C_7+C_8)}
\end{align*}
\]

For convenience, define the following parameters.

\[
\begin{align*}
M_{1-2} &= \max \left[2kDT, 4f_s\sqrt{L(C_1+C_2)}[2k-1] \right] \\
M_{3-4} &= \min \left[(2k-2)DT, -4f_s\sqrt{L(C_1+C_4)}[2k-1] \right] \\
M_{5-8} &= \max \left[0.2kDT, 4f_s \frac{k}{n}\sqrt{L(C_7+C_8)} \right]
\end{align*}
\]

Then, the soft-switching constraints can be simplified as follows:

\[
\begin{align*}
(1-k)D_1 + 2kD_3 &\geq M_{1-2} \\
(k-1)D_1 + 2kD_3 &\leq M_{3-4} \\
-D_1 + kD_2 &\geq M_{5-8}
\end{align*}
\]

According to (1) and (20), the operating area under the light-load condition and the soft-switching area are obtained as shown in Fig. 5. The soft-switching area is a fraction of the light-load operating area, and this area will be the domain of $D_1$, $D_2$, $D_3$ to optimize the operation of the converter. From (10) and (20), the power characteristic of the DAB in the soft-switching area is shown in Fig. 6. Clearly, to transfer a given power, there are infinite combinations of $D_1$, $D_2$, $D_3$ which meet the requirement of (20). Therefore, there exists a space for optimization to realize some optimal targets such as power losses minimization and reactive power minimization.

**III. OPTIMIZATION STRATEGY USING PARTICLE SWARM OPTIMIZATION ALGORITHM**

It is difficult for converters to operate efficiently especially at light loads. To maximize the efficiency of a DAB, reactive power and the RMS value of the inductor current should be minimized within the ZVS constraints.

A. **Mathematical Model for Minimizing Reactive Power**

For traditional buck, boost, or half-bridge converters, there is no reactive power because their power flow is always unidirectional within one switching cycle. However, in a DAB converter, the phase of the primary current is not always the same as the phase of the primary voltage. Therefore, there is a bidirectional transmission of power within one switching cycle. This means that a portion of the power is sent back from the load to the power supply, which results in lower efficiency. Referring to the definition of the reactive power of a converter with DPS control in [20], this is shown in the shaded area of Fig. 2.

From (8), the zero-crossing point of the current can be derived as follows:

\[
t_z = \frac{1}{4(k-1)f_s}\left[2k-2+(1-k)D_1+2kD_3+(2-2k)DT \right]
\]

The reactive power is defined as follows:

\[
Q = \frac{1}{T_s / 2} \int_{t_z}^{t_z + (1-k)T_s} i_L(1) \, dt
\]

From (8), (21), (22) and Table I, the expression of the normalized reactive power is as follows:

\[
\overline{Q} = \frac{Q}{P_{base}} = \frac{1}{2(1-k)} \left[(k-1)D_1 + 2kD_3 \right]^2
\]

From (23), the reactive power is the function of $D_1$ and $D_3$. The optimization objective of the minimizing reactive power is formulated as follows:

\[
\text{Minimize } \overline{Q}
\]

B. **Mathematical Model for Minimizing the Current RMS Value**

Minimizing the RMS value of inductor current is an intuitive way to reduce power losses. The RMS value of the inductor current is expressed as follows:
From (8), (25) and Table I, the expression of the normalized RMS value is:

\[ L_{\text{rms}} = \frac{i_{\text{rms}}}{b_{\text{base}}} = \frac{2}{3}\sqrt{\frac{1}{T_s} \int_0^{T_s/2} i_{L}^2(t) \, dt} \]  

(26)

where \( b_{\text{base}} \) is defined as follows:

\[ b_{\text{base}} = \frac{U_i}{8LF_s} \]  

(27)

Therefore, the optimization objective to minimize the RMS value of the inductor current is formulated as follows:

Minimize \( \overline{L}_{\text{rms}} \)  

(28)

Based on the analysis above, to improve the efficiency of a DAB, a optimization problem of simultaneously minimizing the reactive power and minimizing the RMS value of the inductor current is formulated as follows:

Minimize \[ \{ \overline{Q}, \overline{L}_{\text{rms}} \} \]  

(29)

\[ \begin{align*}
   g_1 &= D_1 + 2D_3 - D_2 \leq 0 \\
   g_2 &= (k-1)D_1 - 2kD_2 + M_{+2} \leq 0 \\
   g_3 &= (k-1)D_1 + 2kD_2 - M_{-4} \leq 0 \\
   g_4 &= D_1 - kD_2 + M_{+6} \leq 0 \\
   h_1 &= 4kD_2 - 3 \bar{v} = 0 \\
   0 &< D_1, D_2 \leq 1 \\
   0 &< D_3 \leq 0.5
\end{align*} \]  

(30)

from (29) and (30), since the objective functions and constraints are nonlinear, the traditional methods that depend on gradient information or the Lagrange multiplier theory are not very suitable for this problem. Thus, a particle swarm optimization (PSO) algorithm is used to analyze and solve these problems to get three optimal parameters of the TPS control.

In order to simplify the operation of PSO, the optimization problem can be simplified. First, the constraints in (30) can be transformed into an objective as follows:

\[ f_0 = \max(0, g_1) + \max(0, g_2) + \max(0, g_3) + \max(0, g_4) + h_1^2 \]  

(31)

Second, by adding weights to each of the optimization objectives, the multi-objective can be simplified to a single objective. The final optimization problem is formulated as follows:

Minimize \[ f = \lambda \overline{Q} + (1-\lambda) \overline{L}_{\text{rms}} + \lambda_0 f_0 \]  

(32)

where \( \lambda \) is the weight of \( \overline{Q} \), and \( \lambda_0 \) represents the penalty force for the violation of constraints. It is possible to get different optimization results by adjusting the value of \( \lambda \) and \( \lambda_0 \), and a comparison of the optimization results can obtain the most suitable \( \lambda \). The penalty force \( \lambda_0 \) need to be set so that it is large enough.

C. Particle Swarm Optimization Algorithm

In the particle swarm optimization algorithm (PSO), each of the particles represents a possible solution. In the n-dimensional space, \( X_i = (x_{i1}, x_{i2}, ..., x_{in}) \) is the current position of the i-th particle, and \( V_i = (v_{i1}, v_{i2}, ..., v_{in}) \) is the current velocity. Let \( f(x) \) be the minimization fitness function, while N is the number of particles, \( pbest = (pbest_1, pbest_2, ..., pbest_n) \) is the best position that the i-th particle has experienced, and \( gbest = (gbest_1, gbest_2, ..., gbest_n) \) is the best position that all of the particles have experienced. The velocity and position of each particle is updated by the following equations.

\[ v_{ij}(m+1) = \omega v_{ij}(m) + c_1 r_1 (pbest_{ij}(m) - x_{ij}(m)) + c_2 r_2 (gbest_{ij}(m) - x_{ij}(m)) \]  

\[ x_{ij}(m+1) = x_{ij}(m) + v_{ij}(m+1) \]  

(33)

(34)

where \( j \) denotes the j-th dimension in the n-dimensional space, \( m \) denotes the iteration of the particle swarm to the m-th generation, \( \omega \) is the particle inertia, \( c_1 \) is the cognitive acceleration constant, \( c_2 \) is the social acceleration constant, and \( r_1 \) and \( r_2 \) are random numbers between 0 and 1. The scheme of the position update is illustrated in Fig. 7.

In the early stages of the iterations, the algorithm needs to have a strong global search capability to prevent prematurity. In the late stages of the iterations, a more detailed search is needed to speed up the convergence [23]. Use a time-varying inertia weight factor as follows:

\[ \omega = (\omega_{\text{max}} - \omega_{\text{min}}) \frac{M-m}{M} + \omega_{\text{min}} \]  

(35)

Similarly, the time-varying acceleration coefficient is proposed in [24]. It is defined as follows:

\[ c_1 = (c_{1\text{max}} - c_{1\text{min}}) \frac{M-m}{M} + c_{1\text{min}} \]  

\[ c_2 = (c_{2\text{max}} - c_{2\text{min}}) \frac{M-m}{M} + c_{2\text{min}} \]  

(36)

In (35) and (36), \( \omega_{\text{max}} \) is equal to 0.9, \( \omega_{\text{min}} \) is equal to 0.4, \( c_{1\text{max}} \) and \( c_{2\text{max}} \) are equal to 2.5, \( c_{1\text{min}} \) and \( c_{2\text{min}} \) are equal to 0.5, and \( M \) and \( m \) are the maximum number and the current number of allowable iterations, respectively.

### TABLE II

<table>
<thead>
<tr>
<th>Parameters of the DAB Converter Prototype</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC voltage ( U_1 )</td>
<td>50 V</td>
</tr>
<tr>
<td>DC voltage ( U_2 )</td>
<td>10-15 V</td>
</tr>
<tr>
<td>Transformer turns ratio</td>
<td>2.5:1</td>
</tr>
<tr>
<td>Series inductor ( L )</td>
<td>77.22 uH</td>
</tr>
<tr>
<td>Capacitor ( C_1, C_2, C_3, C_4 )</td>
<td>About 2.62 nF</td>
</tr>
<tr>
<td>Capacitor ( C_5, C_6, C_7, C_8 )</td>
<td>About 16.4 nF</td>
</tr>
<tr>
<td>Switching frequency ( f_s )</td>
<td>20 kHz</td>
</tr>
</tbody>
</table>
IV. SIMULATION AND EXPERIMENTAL ANALYSIS

A small DAB dc-dc converter laboratory prototype has been constructed in the laboratory to verify the theoretical analysis. Detailed simulation and experimental results are presented in this section. The experiments are based on low-voltage battery charging. The primary side of the DAB converter is connected to the DC-bus, and the DC voltage is 50V. The secondary side is connected to the battery. The rated voltage of the battery is 12V, and the range of the 1us. The main parameters of the laboratory prototype are listed in Table II, and the maximum rated transmission power of this laboratory prototype is about 130 W.

A. Simulation Results of PSO

Through the PSO simulation of a DAB converter in Matlab/Simulink, when \( U_2 = 12V \) and \( P = 5W \) and \( \lambda_0 \) is set to 10000, the evolutionary trajectories of PSOs with different \( \lambda \) are shown in Fig. 8. From Fig. 8, it can be seen that the optimization results are the same when \( \lambda < 1 \) and that the reactive power is minimized when the RMS value of the inductor current is minimized. Therefore, in order to minimize these two targets simultaneously and to simplify the objective function, the RMS value of the inductor current can be used as the objective function of optimization. For other power levels, this conclusion can also be obtained by simulation.

When \( U_2 = 12 V \), the evolutionary trajectories of PSOs with different transmission powers are shown in Fig. 9. The value of \( D_1 \) increases as the transmission power increases, and the optimized reactive power is always a constant at different powers. According to the definition of reactive power in (22) and the shadow in Fig. 2, the optimal reactive power reflects the minimum inductor current required to complete the resonant process in Fig. 3(c). From the equivalent circuit of this resonant process in Fig. 4, it can be seen that this minimum inductor current is related to the initial state and the electrical parameters of the circuit and that it is not related to the transmission power. Therefore, for the same converter with the same DC voltage, the theoretical analysis also shows that the optimized reactive power is a constant at different transmission powers. When the power and \( D_1 \) are increasing, according to (30), the value of \( D_2 \) also increases. When the transmission power is 40W, \( D_2 \) is close to 1. Therefore, 40 W is close to the maximum transmission power for optimized operation at a light load. When the value of \( D_2 \) gets closer to one, the TPS control becomes more and more similar to the EPS control.

B. Experimental Results

Operating waveforms of the converter at different transmission powers are shown in Fig. 10, when \( U_2 \) is maintained at 12V. The purple waveforms represent six times the inductor current. From Fig. 10, while compared to Fig. 2, the transition of the equivalent ac output voltages of two full bridges occurs in a dead-band. The voltage waveforms are very smooth during each transition, and there are no undesirable phenomena as presented in [19]. The direction of the inductor current in Fig. 10 satisfies the soft-switching constraints in each of the dead-bands. These current waveforms show that the converter has the necessary conditions for obtaining soft-switching. The part of the current required for
the ZVS of \( S_3 \) and \( S_6 \), which causes the reactive power, is basically the same under different transmission power conditions. This is consistent with the simulation results. The inductor current amplitude, which is needed to achieve the soft-switching of \( S_5, S_6, S_7 \) and \( S_8 \), is also basically the same at different powers. Similarly, the reason for this phenomenon is the same as the same reactive power at different powers. This shows the consistency among theoretical analysis, simulation and experimentation. It also proves that the optimized operation of the converter can accurately control the inductor current. According to current waveform in Fig. 10, the inductor current required to achieve soft-switching produces a small amount of reactive power and increases the RMS value of the current. However, with the power increases, this increment of the RMS value of the current becomes smaller and smaller.
According to an analysis of the soft-switching in section II, all of the switches are turned off with approximate ZVS because the voltage of the parallel capacitor cannot be mutated, and all of the switches are turned on with ZVS because the anti-parallel diode is conducted. Therefore, the ZVS in the turn-off time is not discussed at here. When \( U_2 = 12 \text{V} \), operating waveforms of the driving signal and switching terminal voltage \( V_{\text{CE}} \) at \( P=5\text{W} \) and \( P=40\text{W} \) are shown in Fig. 11 and Fig. 12, respectively. It can be clearly seen that the switching terminal voltages have been reduced to zero before the driving signals of \( S_1 \), \( S_3 \) and \( S_5 \) jump from zero to high. The direction of the currents in Fig. 10(a) and 10(d) satisfy the soft-switching constraints in each dead-band. Then, the anti-parallel diode conducts before the switch is turned on. Therefore, the switches \( S_1 \), \( S_3 \), \( S_5 \), \( S_6 \) and \( S_7 \) and \( S_8 \) are turned on at full ZVS. From Fig. 11(b) and Fig. 12(b), the terminal voltage of \( S_7 \) is reduced to zero at the point where the driving signal starts to rise. This indicates that \( S_7 \) and \( S_8 \) achieve ZVS at different powers.

This experiment is divided into two parts, one is to compare the different phase-shift controls, while the other is to compare different optimization strategies with the TPS control. Because the operating mode of a light-load with the TPS control is analyzed in this paper, the comparison experiment is only carried out under the light-load condition.

For the EPS control, the selected operating mode satisfies \( D_1 + 2D_3 \leq 1 \), where \( D_2 = 1 \). For the DPS control, the selected operating mode satisfies \( D_3 \geq D_1 \) and \( D_1 + D_3 \leq 1 \), where \( D_2 = D_3 \). Here, the definitions of \( D_1 \), \( D_3 \) and \( D_5 \) are the same as in Fig. 2. In addition, Fig.13 shows efficiency curves of a converter varied with the transmission power in the four phase-shift control when \( V_2 = 12 \text{V} \). It can be easily seen that the TPS control with the optimization strategy proposed in this study can achieve a higher efficiency than the other phase-shift controls, particularly in low transmission power conditions. When the power increases, the efficiency is closer in a comparison between the TPS control and the EPS control.

For a comparison of different optimization strategies with the TPS control at a light-load, the analyses in [15] and [16] are compared here. In [15] and [16], the soft switching constraints are not directly used as a prerequisite for the optimal operation of the converter. In [15], the current stress is used as the optimization target to determine \( D_1 \) and \( D_5 \). On this basis, the square of the RMS value of the inductor current is used as the optimization target to determine \( D_2 \). In [16], the RMS value of the inductor current as the optimization target to determine the three-degree-of-freedom of the TPS control and the simplified soft-switching constraints are considered here. Efficiency curves of three different optimization strategies are shown in Fig.14. According to the two optimization strategies in [15] and [16], solutions of \( D_1 \), \( D_2 \), \( D_3 \) obtained by these two strategies are similar at a light-load. Thus, the efficiency curves of these two strategies, shown in
Fig. 14, are basically the same. In this paper, the converter is optimized directly in the soft-switching operation area. Therefore, the converter can better realize the soft switch. However, it will produce a small amount of reactive power and increase the RMS value of the current. When the power is low, the reactive power and increment of the RMS value reduce the efficiency of the converter. However, when the power increases, the increment of the RMS value of the current that is caused by the inductor current and required to achieve the soft-switching becomes smaller. Therefore, as shown in Fig. 14, when the power is very low, the efficiency of the optimization strategy in this paper is lower than the others. However, with an increase of the power, this efficiency is higher. Therefore, the soft-switching of the converter under light load conditions has its advantages and disadvantages. It reduces the switching losses and improves the switching environment, but adds an amount of reactive power and increases the RMS value of the current. However, with an increase of the power, the disadvantages of soft-switching become smaller and smaller. In this paper, on the basis of soft-switching for all of the switches, the reactive power and the RMS value of the current are minimized simultaneously.

V. CONCLUSIONS

This paper provides an analysis of a DAB with the TPS control at a light-load. The major contributions of this paper include the following. 1) In order to get the exact ZVS constrains, the process of resonance is analyzed in detail in each dead-band. This method of ZVS analysis can be applied to other operating modes. 2) A reasonable dead-band setting method is proposed to satisfy the completion of the resonant process in each dead-band. 3) A constrained optimization problem of the converter is formulated and simulations show that having the RMS value of the current as the objective function can minimize the reactive power. 4) The PSO algorithm is used to analyze and solve this optimization problem. Experimental results show that soft-switching for all of the switches is realized and that the converter works effectively with the proposed strategy.
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