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Abstract

Under partial shading conditions (PSCs), multiple maximums may be exhibited on the $P-U$ curve of string inverter photovoltaic (PV) systems. Under such conditions, heuristic methods are invalid for extracting a global maximum power point (GMPP); intelligent algorithms are time-consuming; and model-based methods are complex and costly. To overcome these shortcomings, a novel hybrid MPPT (MPF-IP&O) based on a model-based peak forecasting (MPF) method and an improved perturbation and observation (IP&O) method is proposed. The MPF considers the influence of temperature and does not require solar radiation measurements. In addition, it can forecast all of the peak values of the PV string without complex computation under PSCs, and it can determine the candidate GMPP after a comparison. Hence, the MPF narrows the searching range tremendously and accelerates the convergence to the GMPP. Additionally, the IP&O with a successive approximation strategy searches for the real GMPP in the neighborhood of the candidate one, which can significantly enhance the tracking efficiency. Finally, simulation and experiment results show that the proposed method has a higher tracking speed and accuracy than the perturbation and observation (P&O) and particle swarm optimization (PSO) methods under PSCs.
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I. INTRODUCTION

Photovoltaic energy is one of most important renewable energy sources. Low carbon, no noise, no pollution and other advantages have made it a popular choice in the world today. The worldwide growth of photovoltaic energy has been fitting an exponential curve for more than two decades. To provide sufficient electricity to the load, multiple PV modules need to be connected in series or parallel to form a PV string or array. A PV string would be preferred as a configuration, because it has the least power losses under partial shading conditions (PSCs). Maximum power point tracking (MPPT) is an indispensable technique for maximizing power output and reducing energy losses. Many experts and scholars have made a number of studies in this field, and put forward many methods and strategies. These methods can be broadly divided into three main categories of heuristic methods, intelligent methods and model-based techniques.

Several heuristic MPPT methods have been proposed in the literature. Representative methods are the perturbation and observation (P&O) method [1]-[4], incremental conductance (INC) algorithm [5]-[7], fuzzy logic control search method [8], and hill climbing (HC) method [9]-[10]. Additionally, Ref. [11] and [12] proposed an effective beta method for tracking the MPP under normal irradiance conditions and solve the conflict between steady-state oscillations and dynamic speed. These heuristic methods perform extremely well under normal irradiance conditions. However, PV modules are generally installed in outdoor environments, and they are prone to electrical faults as a
result of PSCs and hotspots [13]-[14]. It is common to experience PSCs due to dust, clouds or shadows. Under PSCs, the P-U curves of a PV array present multiple peaks. As a result, heuristic methods can become invalid and fall into a local maximum power point (LMPP) [15], which leads to energy losses for the PV systems. Ref. [16] showed that PV systems power losses can be as high as 70% under PSCs.

To heighten the efficiency of PV systems under PSCs, researchers have proposed a variety of intelligent algorithms to extract the GMPP in recent years, including particle swarm optimization (PSO) [17]-[18], ant colony optimization (ACO) [19], firefly algorithm (FA) [20]-[21], cuckoo search (CS) [22]-[23], artificial bee colony (ABC) [24], etc. These intelligent algorithms are capable of tracking the GMPP. However, they spend a great deal of time on the search, and the existence of random variables makes the search time stochastic.

In addition, model-based MPPT methods have been put forward due to the rapid development of mathematical model theories in recent years. These model theories offer a new direction for development of MPPT methods. However, they still have several defects. The method proposed in [25], is highly CPU-intensive and requires solar radiation sensors that are quite expensive (around the cost of six 120W solar modules). The methods in [26] and [27] require more expensive high-accuracy sensors for temperature and irradiance measurements, and operate only under normal irradiance conditions. The method in [28] requires voltage and current sensors in every PV module, which significantly increases expenditures. On the other hand, it results in an enormous amount of data transfer to the PV system and is ineffective under PSCs. The method in [29] eliminates temperature sensor by relying on a set of equations capable of estimating the PV module temperature through utilizing the current and voltage sensor under normal irradiance conditions. However, it is also ineffective under PSCs. Although the method proposed in [30] can solve the partial shading problem, it requires solar radiation sensors. Additionally, it need to make calculations with a modified Newton iteration, which leads to huge calculations and low efficiency. As a result, it would undoubtedly require a high-performance DSP to support such huge calculations. The authors of [31] proposed a thermography-based MPPT scheme to address PV partial shading faults. It shows a novel idea for the MPPT idea but the thermography camera is costly.

To overcome the above shortcomings, this paper proposes a novel method combining the MPF and the IP&O to track the GMPP of a PV string under PSCs. The variation of the peak value of the PV string under uniform/non-uniform irradiation was analyzed in this study. In addition, a model-based peak forecasting method (MPF) is established according to the analyze results. First, the MPF forecasts each of the peak values of the PV string and locates the candidate one. Then the IP&O searches for the real GMPP in the neighborhood of the candidate one.

This method has the following advantages when compared to the former two. (1) The proposed algorithm applies MPF to effectively decrease the blindness of the global search under unknown environments and saves a lot of search time while intelligent algorithms cost a lot of time. (2) During the initialization of the proposed algorithm, the system calculates the relevant parameters according to the voltage, current and temperature of the operating point which includes environmental factors. Hence, additional irradiance sensors are unnecessary. This makes the system more reliable, easier to maintain and cost-effective. (3) Compared with the method in [30], the proposed algorithm is simple enough to realize in practical engineering applications. It does not use a Lambert functions and does not need the Newton method. Consequently it has fewer calculations, a higher velocity, a higher accuracy and a lower performance requirements for the DSP.

In this paper, a mathematical model of the photovoltaic cells and calculation methods for some of the parameters are presented in Section 2. Section 3 introduces the principle of short circuit current measurement used in this paper, and draws the conclusion of the MPF under PSCs based on Section 2. Section 4 presents some simulation and experimental results. Finally, the paper is summarized in Section 5.

II. THEORETICAL MODEL OF A PV CELL

A PV cell can be modeled by a current source $I_{sc}$, a diode $D$, and resistances $R_s$ and $R_{sh}$ as shown in Fig. 1. $R_l$ is the load resistance, and $I_{sc}$ is the short circuit current which is closely related to irradiation and temperature [32]-[34].

The diode current $I_{VD}$ and saturation current $I_{D0}$ [35] are expressed in the following:

$$I_{VD} = I_{D0} \left( e^{\frac{qI_{VD}}{nkT}} - 1 \right)$$

$$I_{D0} = AqN_v \left( \frac{D_n}{N_A} \right)^{\frac{1}{2}} \left( \frac{D_p}{N_D} \right)^{\frac{1}{2}} \frac{1}{\tau_s} \frac{1}{\tau_p} e^{\frac{I_{VD}}{q\tau_s \tau_p}}$$

The ideality factor parameter [36-37] is defined as:
For the same PV cell materials, the parameter $a$, the saturation current $I_{D0}$ and the energy bandgap $E_g$ are only affected by the cell temperature $T$. Therefore, it is easy to calculate $a$, $I_{D0}$ and $E_g$ according to the temperature of the PV cell:

$$I_{D0,ref} = I_{D0,ref} \cdot e^{\frac{U_{oc,ref}}{a_{ref}}}$$

The relationship between the load voltage $U_L$ and the load current $I_L$ can be expressed as follows:

$$I_L = I_{sc} - I_{D0} \left[ e^{\frac{U_L - I_L R_s}{n_{st} kT}} - 1 \right] - U_L + I_L R_s$$

$$I_{D0}$$ is an extremely small value. Therefore, Equation (10) can be rewritten as:

$$U_L = a_L \ln \left( \frac{I_{sc} - I_L}{I_{D0}} + 1 \right)$$

In addition, $U_{oc}$ and $I_{sc}$ can be calculated as:

$$U_{oc} = a_L \ln \left( \frac{I_{sc}}{I_{D0}} + 1 \right) \approx a_L \ln \left( \frac{I_{sc}}{I_{D0}} \right)$$

The cell temperature $T$ can be obtained by a temperature sensor, and the parameters $a$ and $I_{D0}$ can be achieved from Equation (6) and (7). Consequently, after the initialization of the algorithm, the influence of the cell temperature $T$ is taken into account by the values of $a$ and $I_{D0}$.

III. MODEL-BASED PEAK FORECASTING METHOD

A. Method of Measuring the Short Circuit Current

A novel short current method for a PV string is proposed. This method eliminates short circuits and a huge number of current sensors.

An $I-U$ curve of a PV module is shown in Fig. 2. The change of the current is insignificant in the purple shaded area, the PV cell can be approximated as an ideal current source, and it can be called the current source region. Therefore, the orange shaded area can be called the current source region. The PV module works at the operating point $Q$ ($U_Q$, $I_Q$). The blue area is the output power of the PV module $P_Q$. When the module works in the current source area, it can be considered that the current does not change, and that the short circuit current $I_{sc}$ can be replaced by the operating point current $I_Q$:

$$I_{sc} \approx I_Q$$

The slope of the $P-U$ curve can be approximated as a substitute for the short circuit current.

B. Peak Forecasting Method for a Single Module

When a single PV module is operating under the uniform irradiation condition (UIC), there is single peak in the $P-U$ curve. As shown in Equation (14) and (15), the voltage factor $k_1$ is the ratio of $U_m$ to $U_{oc}$, and the current factor $k_2$ is the ratio of $I_m$ and $I_{sc}$.

$$k_1 = \frac{U_m}{U_{oc}}$$

$$k_2 = \frac{I_m}{I_{sc}}$$

$k_1$ and $k_2$ are very important parameters in MPPT. To obtain the relationship between environmental factors (temperature $T$ and irradiation $S$) and these parameters, two groups of simulation experiment have been designed. The environment temperature $T$ was set as 25°C, and the irradiation was changed $S$ from 1000W/m$^2$ to 100W/m$^2$. Similarly, the environment irradiation was set as 1000W/m$^2$, and the temperature $T$ was changed from 40°C to -10°C. From Fig. 3, it is easy to see that $k_1$ and $k_2$ have an extremely small variation amplitude. Therefore, in practical applications, it can be considered that the values of $k_1$ and $k_2$ are constant, and are not affected by environment changes [38].
According to Equations (12), (14) and (15), $U_m$ and $I_m$ can be expressed as Equation (16) and (17):

$$U_m = k_1 \ln \left( \frac{I_n}{I_{D0}} \right)$$  

$$I_m = k_2 I_w$$

The maximum power value $P_m$ can be calculated according Equation (18):

$$P_m = U_m I_m = k_1 \ln \left( \frac{I_n}{I_{D0}} \right) k_2 I_w$$

It can be concluded that the calculation of $P_m$ only requires $I_0$ which is easy to detect in the current source area.

### C. MPF for a PV String under Module-Level PSCs

PV strings experience the hot spot effect when they are exposed PSCs [39]. To avoid module-level hot spots, the output port for each of the PV modules was paralleled with the diode in the opposite direction. Module-level PSCs mean that each of the PV modules has the same properties and irradiance. PV modules under different irradiations generate different short circuit currents. When a PV system operates at $I_0$, if the short circuit currents for some of the PV modules are smaller than $I_0$, the bypass diode belonging to these PV modules turns on. At this point, these PV modules sent nothing to the outside and are used as a load to consume the power produced by the other PV modules.

Assuming that the PV string consists of $m$ PV modules, and $m$ short circuit currents, $I_{sc}$ is required in the MPF. To obtain $m$ $I_{sc}$ $m$ detecting points located in the current source area of each module need to be determined. First, the detecting point is set as $U_{det(1)}=1$V, and the others are set as Equation (19):

$$U_{det(k+1)} = \sum_{i=1}^{k} U_{ocn}$$  

Where, $U_{det(k+1)}$ is the voltage of the $k+1$th detecting point, and $U_{ocn}$ is open circuit voltage of the $n$th PV module.

To further ensure the sampling points in the current-source area, another point was sampled in $U_{det(k+1)}+1$ V and a comparison of their currents was carried out as follows:

$$\frac{|I_n - I_{sc}|}{I_n} < 0.01$$

Where $I_n$ is the current at $U_{det(k+1)}$ and $I_2$ is the current at $U_{det(k+1)}$ +1 V. It is assumed that these two points are in the current-source area. If this is not true, the MPF detects $U_{det(k+1)}+2$ and $U_{det(k+1)}+3$ to find the value of $I_{sc}$ that is satisfied with Equation (20).

The open circuit voltage corresponding to the short circuit current can be calculated according to Equation (12). The MPPT control system takes voltage as the next detection point (the red points shown in Fig. 4). This can effectively guarantee every detecting point located within the current source area of each module. $m$ $I_{sc}$ in descending order is:

$I_{sc1}, I_{sc2}, \ldots, I_{sc(m-1)}, I_{scm}$

The current of the $n$th peak ($n \leq m$) can be expressed as:

$$I_{scn} = k_2 I_{ocn}$$

(21)

When the PV system is operating at $I_{max}$, the short circuit currents order $I_{sc1}, I_{sc2}, \ldots, I_{scn-1}$ corresponding to the operating voltages is as follows:

$U_{op1}, U_{op2}, \ldots, U_{op(n-1)}$

Any operating voltage $U_{op}$ of the PV modules in the PV string, from 1 to $n-1$, can be calculated according to Equation (10), and it can be expressed as follows ($1 \leq n-1$):

$$U_{op} = a \ln \left( \frac{I_{scn} - I_{sc}}{I_{D0}} \right)$$  

(22)

As shown in Fig. 4 (in this example $n=3$, $m=5$), when the PV system works at the operating point $Q_1$ ($Q_2=I_{sc3}$), it is located in the current source area of the $n$th PV module (where the purple shaded area, $n=3$). When the operating point moves from $Q_1$ to $Q_2$ in the current source area, it is easy to see that operating voltages from $U_{op1}$ to $U_{op(n-1)}$ are almost constant. Therefore, the output powers (the red and green area shown in Fig. 4) of the PV modules from 1 to $n-1$ are almost constant. As the operating voltage increases (the operating point from $Q_1$ moves to $Q_2$), the output power (the blue shaded area) of the $n$th PV module increases continuously. The operating point moves into the voltage source area of the $m$th PV module (the orange shaded area), and the operating point moves in the direction of the black arrow as $Q_3$ (the small picture in the top right hand corner of Fig. 4). The current of the operating point $I_{sc}$ declines rapidly and it makes the output power of the PV string decline rapidly too. However, during the moving process from $Q_1$ to
Q2, the operating voltage of the PV modules from $U_{op1}$ to $U_{opn-1}$ has so little change that it can be neglected. Therefore, the position of the MPP voltage of the $n$th peak $U_{m}$ is mainly determined by the $n$th PV module. Equation (13) shows that the MPP voltage of the $n$th PV module $U_{mpn}$ can be expressed as follows:

$$U_{mpn} = kU_{oc}$$

As shown in Fig. 5, the MPP voltage of the $n$th peak $U_{m}$ is composed by the operating voltage from 1 to $n-1$ and the MPP voltage of the $n$th PV module $U_{mpn}$. Adding them together and subtracting the voltage drop produced by the bypass diode which was turned on. The MPP voltage of the $n$th peak can be expressed as follows:

$$U_{m} = \sum_{i=1}^{n-1} U_{op} + kU_{oc} - (m-n)V_d$$

Consequently, the peak value $P_{max}$ can be given in:

$$P_{max} = U_{mp}I_{mp}$$

The algorithm forecasts power values for all of the peaks and determines the maximum forecast peak. Finally, the algorithm searches the real peak value by the IP&O in the neighborhood of the forecasted value.

**D. MPF for Cell-Level PSCs**

In real commercial PV modules, there are cell-unit structures. They may suffer from cell-level shading conditions, which means that the same module has different levels of illumination (extreme conditions where some faulty cell’s illumination is zero are not considered in this paper). A PV module was consisted of $N_s$ (in this paper $N_s=36$) PV cells in series as shown in Fig. 6. A hotspot takes places when one or more of the PV cells within a PV module are shaded [40].

Under this condition, the unshaded cells of the module generate a higher short circuit current. However, the short circuit current of the whole PV module ($I_{sc}(mod)$) is...
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approximately equal to the minimum short circuit current among all of the cells.

\[ I_{sc(mod)} \approx \min \{ I_{sc1(cell)}, I_{sc2(cell)}, \ldots I_{scn(cell)} \} \]  \hfill (26)

As a result, the shaded cells are forced into reverse bias and operate as a resistance to dissipate power. The hotspot deforms the \( P-U \) curve of the PV module, as shown in Fig. 7. After the forecast, \( U_{m(F)} \) and \( P_{m(F)} \) can be obtained. However, there is an error between \( P_{m(F)} \) and the real \( P_{m} \). To reduce the error, the algorithm uses a correction module to detect the real power value at \( U_{m(F)} \), expressed as \( P'_{m} \) whose value is close to \( P_{m} \).

To describe the degree of error cause by the cell-level PSCs, a judgment is set as follows:

\[ \left| \frac{P_{m} - P_{m(F)}}{P_{m(F)}} \right| \geq \varepsilon \]  \hfill (27)

Where \( \varepsilon \) is set as 0.01 because the errors of the MPF method under module-level PSCs are lower than 0.01.

If Equation (27) is satisfied, cell-level PSCs are thought to have occurred and the final forecasting power value is replaced by \( P'_{m} \). The process of correction is illustrated in Fig. 7.

E. Heuristic Techniques: IP&O

In last part of the proposed algorithm, the IP&O is used to remedy the error of the forecasting part. As shown in Fig. 8, forecasting the MPP position is used as the initial point of the IP&O, and initial step length is \( l \). When the condition \( P_{i+1} \leq P_{i} \) is satisfied, the IP&O searches in the opposite direction with \( l/2 \); when \( P_{i+1} \leq P_{i} \) is satisfied again, the search direction is changed again it searches with \( l/4 \), and so on. When the accuracy is reached, the MPP is thought to be searched. Obviously, the IP&O is exponentially improved, which is an excellent solution to the contradiction between the speed and accuracy of the tracking.

When the external environment changes, the output characteristics of the photovoltaic array change and the maximum power point also changes. Therefore, the MPF-IP&O algorithm is restarted when the following condition is met:
TABLE I
SPECIFICATION OF PV SYSTEM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open circuit voltage ( U_{oc} )</td>
<td>22.92V</td>
</tr>
<tr>
<td>Short circuit current ( I_{sc} )</td>
<td>5.70A</td>
</tr>
<tr>
<td>Peak voltage ( U_m )</td>
<td>18.96V</td>
</tr>
<tr>
<td>Peak current ( I_m )</td>
<td>5.30A</td>
</tr>
<tr>
<td>Capacitance (input) ( C_i )</td>
<td>100μF</td>
</tr>
<tr>
<td>Capacitance (output) ( C_o )</td>
<td>100μF</td>
</tr>
<tr>
<td>Inductance ( L )</td>
<td>500μH</td>
</tr>
<tr>
<td>Load resistance ( R_L )</td>
<td>200Ω</td>
</tr>
<tr>
<td>Switching frequency ( f )</td>
<td>50kHz</td>
</tr>
</tbody>
</table>

\[
\left| \frac{P' - P}{P} \right| \geq \Delta P
\] (28)

Where, \( P \) is the sampled power value after the termination of the iteration, \( P' \) is the sampled power value in the next sampling period, and \( \Delta P \) is the power change tolerance. The MPF-IP&O algorithm flow chart is shown in Fig. 9.

IV. SIMULATION RESULTS AND ANALYSIS

The heuristic technique P&O and the intelligent algorithm PSO are widely used in MPPT algorithms, and they are considered as standard benchmarks for any new MPPT. To verify the performance of the proposed algorithm, a test simulation is designed, in which the proposed algorithm is compared with the P&O and PSO. As shown in Fig. 10, the MPPT system is composed of three parts: a PV string, a Boost converter and MPPT modules. The PV string consists of five PV modules \( (m=5) \), and each of the modules has 36 cells in series. The specifications of the PV system are shown in TABLE I. In the P&O, the perturbation step \( \Delta U=2V \). In the PSO, the population number \( N_p=5 \), the inertia weight \( \omega=0.4 \), the acceleration constants \( c_1=0.8 \) and \( c_2=1.0 \). In the MPF-IP&O, the step length \( l=0.5V \).

A. Uniform Irradiation Condition (UIC)

Fig. 11 shows the \( P-U \) characteristic of the PV string under the UIC. In this condition, \( S=1000W/m^2 \), \( T=25^\circ C \), and the GMPP value is 502.3W. The tracking trajectories of the P&O, PSO, and MPF-IP&O are presented in Fig. 12.
TABLE II

FORECASTED PEAK VALUES OF MPF UNDER UIC. (F=FORECASTED, R=REAL)

<table>
<thead>
<tr>
<th>n</th>
<th>$I_{sc}/A$</th>
<th>$U_{m}(F)/V$</th>
<th>$P_{m}(F)/W$</th>
<th>$P_{m}(R)/W$</th>
<th>Error $e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.70</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>2</td>
<td>5.70</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>3</td>
<td>5.70</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>4</td>
<td>5.70</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>5*</td>
<td>5.70</td>
<td>95.12</td>
<td>504.12*</td>
<td>502.30</td>
<td>0.382%</td>
</tr>
</tbody>
</table>

It can be seen from Fig. 12 that the P&O takes about 0.94s, the PSO take about 1.60s, and the MPF-IP&O takes about 0.26s to reach the MPP. Compared with the P&O and PSO, the proposed algorithm saves 72.34% and 83.75% in terms of tracking time, respectively. The tracking efficiency (the ratio of the tracked MPP and the real GMPP value) of the P&O, the PSO and the proposed algorithm are 98.85%, 99.99%, and 99.99%, respectively. The tracking data of the proposed algorithm under UIC is shown in TABLE II. It is easy to see that the forecasted peak values are close to the real value.

As shown in Fig. 13, the range that has been searched by the IP&O is just 1.36% of the total. It is easy to see that the proposed algorithm has a better time response and a higher accuracy in comparison with the P&O and PSO. The MPF reduces the searching range tremendously and shortens the tracking time. The local search of the IP&O greatly enhances the searching accuracy. The combination of the MPF and the IP&O fully utilizes characteristics and advantages of them both.

B. Module-Level Partial Shading Condition (PSC)

This investigation is implemented to assess and compare the performances of the P&O, the PSO, and the proposed algorithm under module-level PSCs. In this condition, the irradiance levels $S$ of five PV modules are set to 1000, 750, 650, 500 and 200 W/m$^2$, and $T=-10^\circ C$. Fig. 14 shows the $P-U$ curve of the PV string under PSCs. It is easy to see that there are five peaks in the curve and that the 4th peak is the GMPP whose value is 215.6W. The tracking trajectories of the P&O, PSO, and MPF-IP&O are shown in Fig. 15.

Fig. 13. Sketch map of MPF-IP&O under UIC.

Fig. 14. $P-U$ curve of PV string under module-level PSC.

Fig. 15. Tracking trajectories under PSC. (a) P&O, (b) PSO, (c) MPF-IP&O.
As shown in Fig. 15, the P&O gets trapped in a LMPP but the PSO and MPF-IP&O find the GMPP. To reach the GMPP, it takes the PSO 2.02s and the MPF-IP&O only 0.38s. The proposed algorithm saves 81.19% of the tracking time compared with the PSO. The tracking efficiency of the P&O, the PSO and the proposed algorithm are 31.83%, 99.27%, and 99.98%, respectively. The tracking data of the proposed algorithm under PSCs is shown in TABLE III. It is easy to see that the forecasted peak values are close to the real values.

As shown in Fig. 16, compared with the P&O and the PSO, the proposed algorithm has the MPF capable of preventing algorithm from getting trapped in a LMPP, a simple structure, and it overcomes blindness and randomness in searching.

As shown in Fig. 16, the range searched with the IP&O is just 1.66% of the total. The MPF reduces the searching range tremendously and shortens the tracking time, while the local search of the IP&O greatly enhances the searching accuracy. The combination of the MPF and the IP&O fully utilizes the

---

**TABLE III**

FORECASTED PEAK VALUES OF MPF UNDER PSC. (F=FORECASTED, R=REAL)

<table>
<thead>
<tr>
<th>n</th>
<th>I_{sc}/A</th>
<th>U_{m}/V</th>
<th>P_{m}(F)/W</th>
<th>P_{m}(R)/W</th>
<th>Error e</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.200</td>
<td>17.74</td>
<td>85.63</td>
<td>85.54</td>
<td>0.106%</td>
</tr>
<tr>
<td>2</td>
<td>3.900</td>
<td>41.45</td>
<td>149.14</td>
<td>148.80</td>
<td>0.226%</td>
</tr>
<tr>
<td>3</td>
<td>3.380</td>
<td>64.60</td>
<td>201.43</td>
<td>201.10</td>
<td>0.165%</td>
</tr>
<tr>
<td>4*</td>
<td>2.680</td>
<td>85.89</td>
<td>213.74*</td>
<td>215.60</td>
<td>0.862%</td>
</tr>
<tr>
<td>5</td>
<td>1.610</td>
<td>109.85</td>
<td>164.78</td>
<td>165.90</td>
<td>0.678%</td>
</tr>
</tbody>
</table>
characteristics and advantages of them both. Hence, proposed algorithm has a better time response and a higher accuracy in comparison with the P&O and PSO.

C. Cell-level Partial Shading Condition (PSC)

Fig. 17 shows the environmental conditions of the PV string under cell-level PSCs, and Fig. 18 shows the P-U curve. It is easy to see that there are four peaks in the curve and that the 3rd peak is the GMPP whose value is 233.40W. The tracking trajectories of the P&O, PSO, and MPF-IP&O are shown in Fig. 19.

As shown in Fig. 19, the P&O gets trapped in a LMPP but the PSO and MPF-IP&O find the GMPP. To reach the GMPP, it takes the PSO 1.96s and it takes the proposed algorithm only 0.38s. The proposed algorithm saves 80.21% in terms of the tracking time compared with the PSO. The tracking efficiency of the P&O, the PSO and the proposed algorithm are about 35.65%, 99.39%, and 99.97%, respectively. The tracking data of the proposed algorithm under cell-level PSCs is shown in TABLE IV. It is easy to see that the forecasted peak values without correction have an error when compared to the real value. After correction, the forecasted peak values are close to the real values. The correction module ensures that the MFA still works well under cell-level PSCs. As shown in Fig. 19, compared with the P&O and PSO, the proposed algorithm has the MPF capable of preventing the algorithm getting trapped in a LMPP, a simple structure, and it overcomes blindness and randomness in searching.

TABLE IV

<table>
<thead>
<tr>
<th>n</th>
<th>$I_{sc}$/A</th>
<th>$U_{m}$/V</th>
<th>$P_{m}$/W</th>
<th>$P_{m}$/W</th>
<th>Error $e$</th>
<th>$P_{m}$/W (Corrected)</th>
<th>Error $e'$ (Corrected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.700</td>
<td>15.75</td>
<td>83.46</td>
<td>83.25</td>
<td>0.270%</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>2</td>
<td>4.472</td>
<td>37.27</td>
<td>154.98</td>
<td>164.10</td>
<td>5.561%</td>
<td>163.30</td>
<td>0.122%</td>
</tr>
<tr>
<td>3</td>
<td>3.079</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
<td>\</td>
</tr>
<tr>
<td>4*</td>
<td>3.078</td>
<td>76.09</td>
<td>216.59*</td>
<td>233.40</td>
<td>7.202%</td>
<td>231.50</td>
<td>0.814%</td>
</tr>
<tr>
<td>5</td>
<td>1.250</td>
<td>98.12</td>
<td>114.04</td>
<td>123.10</td>
<td>7.361%</td>
<td>122.10</td>
<td>0.812%</td>
</tr>
</tbody>
</table>

As shown in Fig. 20, the range searched with the IP&O is just 2.43% of the total. The MPF narrows the searching range tremendously, and the local search of the IP&O greatly enhances the searching accuracy. The combination of the MPF and the IP&O fully utilizes the characteristics and advantages of them both. Hence, the proposed algorithm has a better time response and a higher accuracy in comparison with the P&O and PSO.

D. Environment Suddenly Change Condition

In order to investigate and verify the performance and accuracy of the proposed algorithm under the environment...
suddenly change condition, a step change is applied to the solar irradiance and temperature at the 3rd second. The $P-U$ curve change is shown in Fig. 22. In the interval 0-3s, there are two peaks in the $P-U$ curve and the global MPP is 308.10 W. In the interval 3-6s, there are three peaks in the $P-U$ curve and the global MPP is 276.30 W. The trajectories of the P&O, PSO, and MPF-IP&O are plotted in Fig. 23. This figure shows that the PSO and MPF-IP&O can find the global MPP when the environment suddenly changes while the P&O converges to a local MPP.

**V. EXPERIMENT RESULTS AND ANALYSIS**

To verify the effectiveness of the proposed algorithm, a five series PV configuration is exposed to four different shadings. The specifications of the experimental system are
same as the simulated one which is shown in TABLE I. In this experiment a DSP (TI TMS320F28335) is used to control the DC/DC boost converter. To produce four different shadings, five PV modules were shaded with different translucent membrane as shown in Fig. 24. In the P&O, \( \Delta U=1\text{V}; \) in the PSO, the population number \( N_p=5, \omega=0.4, c_1=0.8 \text{ and } c_2=1.0; \) in the MPF-IP&O, the step length \( l=0.5\text{V}. \)

The \( P-U \) curve shown in Fig. 25 (a) was obtained by utilizing global scanning method. The scan step was set as 0.8V and the sampling time was set as 20 ms. It is easy to see that there are four peaks in the \( P-U \) curve and that the global peak value is about 216.5W. The tracking trajectories of the three methods are shown in Fig. 25. It is easy to see that the P&O gets trapped in a local MPP whose value is about 83.5W. To track the GMPP, it takes the PSO and the proposed algorithm about 2.12s and 0.38s, respectively. It is easy to see that the proposed algorithm can exact the GMPP and shortens tracking time sharply. The tracking efficiency of the PSO and the MFP-IP&O are 99.56% and 99.97%, respectively. Hence, the proposed algorithm has a better time response and a higher accuracy when compared with the P&O and PSO.

VI. CONCLUSION

In this paper, a hybrid MPPT technique with global search capability for PV strings is proposed. A novel MPF, without additional irradiance sensors or complex computations, is devised to effectively reduce the blindness of global searches under unknown environments, which saves a lot of search time. An IP&O is used to remedy the error of the forecasting part. Its performance is compared with the P&O and PSO. Simulation and experimental results show that the proposed algorithm outperforms both of them in terms of tracking speed and accuracy under PSCs.

APPENDIX

<table>
<thead>
<tr>
<th>NOMENCLATURE</th>
<th>( a )</th>
<th>ideality factor parameter defined as ( a=n_1kT/q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{\text{ref}} )</td>
<td>ideality factor parameter at stand reference conditions (SRC)</td>
<td></td>
</tr>
<tr>
<td>( A )</td>
<td>PN junction area</td>
<td></td>
</tr>
<tr>
<td>( k )</td>
<td>Boltzmann’s constant ((1.38066 \times 10^{-23} \text{J/K}))</td>
<td></td>
</tr>
<tr>
<td>( n_1 )</td>
<td>usual ideality factor</td>
<td></td>
</tr>
<tr>
<td>( q )</td>
<td>electron charge ((1.60218 \times 10^{-19} \text{C}))</td>
<td></td>
</tr>
<tr>
<td>( R_L )</td>
<td>load resistance ((\Omega))</td>
<td></td>
</tr>
<tr>
<td>( R_s )</td>
<td>series resistance ((\Omega))</td>
<td></td>
</tr>
<tr>
<td>( N_C, N_V )</td>
<td>the effective density of states in the conduction band and valence band</td>
<td></td>
</tr>
<tr>
<td>( N_{A}, N_{D} )</td>
<td>The concentration of acceptor and donor impurity</td>
<td></td>
</tr>
<tr>
<td>( D_{to}, D_{tp} )</td>
<td>diffusion coefficient of electrons and holes</td>
<td></td>
</tr>
<tr>
<td>( \tau_{to}, \tau_{tp} )</td>
<td>Minority carrier lifetime of electrons and holes</td>
<td></td>
</tr>
<tr>
<td>( E_g )</td>
<td>bandgap of semiconductor material ((\text{J}))</td>
<td></td>
</tr>
<tr>
<td>( E_{g,\text{ref}} )</td>
<td>energy bandgap at reference temperature ((1.121 \text{eV} \text{for silicon}) (\text{(J)}))</td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td>total absorbed irradiance ((\text{W/m}^2))</td>
<td></td>
</tr>
<tr>
<td>( T )</td>
<td>cell temperature ((\text{C}))</td>
<td></td>
</tr>
<tr>
<td>( T_{\text{ref}} )</td>
<td>cell temperature at SRC ((\text{C}))</td>
<td></td>
</tr>
<tr>
<td>( k_1 )</td>
<td>voltage factor</td>
<td></td>
</tr>
<tr>
<td>( k_2 )</td>
<td>current factor</td>
<td></td>
</tr>
<tr>
<td>( P_Q )</td>
<td>power at operating point Q ((\text{W}))</td>
<td></td>
</tr>
<tr>
<td>( P_m )</td>
<td>power at MPP ((\text{W}))</td>
<td></td>
</tr>
<tr>
<td>( P_{mn} )</td>
<td>power of nth peak ((\text{W}))</td>
<td></td>
</tr>
<tr>
<td>( P_{op} )</td>
<td>operating power of nth PV module ((\text{W}))</td>
<td></td>
</tr>
<tr>
<td>( P_{mp} )</td>
<td>power of nth PV module at MPP ((\text{W}))</td>
<td></td>
</tr>
</tbody>
</table>
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