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**Abstract**

This paper is related to the Region-based Spectral Correlation Estimation (RSCE) coding method that makes it possible to achieve the high-compression ratio by estimating color component images from luminance image. The proposed method is composed of three steps. First, Y/C bit-plane summation image is defined using normalized chrominance summation image and luminance image, and then the Y/C bit-plane summation image is segmented for extracting the shape information of the regions. Secondly, the scale factor and the offset factor minimizing the approximation square errors between luminance image and R, B images by the each region are calculated. Finally, the scale factor and the offset factor for the each region are encoded into bit stream. Referring to the results of computer simulation, the proposed method provides more than two or three times higher compression ratio than JPEG/Baseline or JPEG2000/EBCOT algorithm in terms of bpp needed for encoding two color component images with the same PSNR.
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1. Introduction

It is a matter of common knowledge that chrominance signal is less sensitive to the eyes than luminance signal and, that there exists high spectral correlation between color component images. Especially, the spectral correlation can easily observed in the spatial domain through the human eye, without the mathematical analysis through the color coordinate transform. And many methods are widely studied to effectively remove the...
spectral redundancy [1][2].

One key problem in image compression is to analyze the statistical characteristics of source data for better entropy coding [1]. After devoting many efforts in this area in the last decade researchers have come up with several elegant ways for modeling the statistical characteristics. For example, in the embedded zerotree wavelet (EZW) coder [3], coefficients after discrete wavelet transform (DWT) can be represented by a zerotree structure. In the set partitioning in hierarchical trees (SPIHIT) coder [4] a so-called spatial orientation tree (SOT) was adopted. And in JPEG2000 [5][6], the values of neighboring pixels are used as context when modeling the statistics of a current pixel.

The above methods were designed and optimized for monochrome images. However, most digital images are colorized. When coding color images each component is usually coded independently without any inter-color prediction [6][7]. Although being extensions of algorithms for coding monochrome images can simplify coding system design, coding efficiency will be sacrificed since the correlation among different color components is not exploited. In fact, one can often easily recognize the shapes of the chrominance components from that of the luminance component when they are separately displayed. The phenomenon indicates that most chrominance changes in a real scene are accompanied by a luminance change [8]. Having noticed the inter-color correlation among different color components, some researchers began placing their attention this field. For instance color-EZW(CEZW) [9] and color-SPIHT(CSPIHT) [10] were proposed to exploit underlying inter-color correlation by expanding the existing zerotree or SOT structure across the spectral planes. By using the inter-color correlation, these methods obtain a better performance than the traditional coding schemes. Though there exists the inter-color correlation, it does not always mean that a significant chrominance change will be accompanied by a significant luminance change at the same pixel position. Moreover, the correspondence becomes even more random after DWT. Generally speaking, the significant wavelet coefficients generated by the chrominance changes may be found within a neighboring region of the luminance coefficients. In such a situation, the simple one-one mapping adopted in CEZW and CSPHIHT is not always effective.

In the international standards like MPEG-1, MPEG-2, JPEG, JPEG2000, FCC/HDTV, H.261, H.263, H.264, etc., \( R, G, B \) are converted to \( Y, C_b, C_r \) which have spectrally low correlation and then Chrominance signals \( C_b, C_r \) are down-sampled with 4:1:1, 4:2:2 etc. for compressing these signals in the low resolution[11][12]. Through the above kinds of processes, the spectral correlation between the color components is indirectly removed. In this case, each color component is individually compressed and encoded with some loss through the frequency transform like Discrete Cosine Transform (DCT) or Discrete Wavelet Transform (DWT). In spite of these processes, there is a problem that much of the spectral correlation is still remained because, based on the characteristic of the human visual system in which high frequency color component is less sensitive, these processes are to reduce each color signal individually through the analysis of the low frequency. And now the more advanced image coding method should be needed that can remove the correlation more efficiently and consequently offers higher compression ratio to match the demand of extremely high compression ratio.

We have proposed BSCE(Block-based Spectral Correlation Estimation) coding method [13] that can estimate another component image from one component image by the
block, which is basically exploiting the spectral correlation existed between the color component images. Because the BSCE method is estimating the spectral correlation and directly remove it, the method can offer higher compression ratio comparing to the color image compression method which remove the spectral correlation indirectly through the low frequency analysis. But this method results in the serious blocking effect in the local region which has the low color correlation between the reference image and color component image. And dividing the block for estimation into the smaller to reduce the effect can cause the problem that the transmission load increases at the higher rate than the performance improvement does. In the proposed paper, we take the segmentation step to extract the shape information for each region, and determine the scale factor and offset factor for each region that make the approximation square error between the luminance image and color images minimum. Finally, we propose the new approach of region-based color image coding method from encoding the resulting factors.

2. Proposed RSCE Coding

The proposed RSCE (Region-based Spectral Correlation Estimation) coding method is composed of the two stages. (Figure 1) is shown an example of the proposed RSCE coder and decoder. The first stage is for the extraction of shape information for each region which is basic unit to estimate the spectral correlation, and the second stage is for referencing the shape information for extracted region and finding the optimum scale factor and offset factor for each region.

2.1 Extracting Shape Information

In the proposed RSCE method, we use block-based image segmentation algorithm [14][15] which is known for effectively restricting the over-segmentation as well as reducing the amount of calculation to design new block-based image segmentation method that can effectively extract the shape information for the region.

First, normalized chrominance summation image is obtained by normalizing the image which is summed up the absolutes of color-differential values between R, G, B images. Secondly, upper 2 bits of the luminance image and upper 6 bits of the normalized chrominance summation image are bitwise operated by the pixel to generate the Y/C bit-plane summation image. Next, the Y/C bit-plane summation image divided into predetermined block size, is classified into monotone blocks, texture blocks and edge blocks, and then each classified block is merged to the regions including one more blocks in the individual block type, and each region is selectively allocated to unique marker according to predetermined marker allocation rules. Finally, fine segmented results are
obtained by applying the watershed algorithm to each pixel in the unmarked blocks.

(Figure 2) is shown the final results of the segmentation overlapped onto the luminance image for the LENA. As shown in computer simulation results, the proposed method offers reasonable segmentation results in edge regions with lower contrast owing to the regional characteristics of the color components reflected in the Y/C bit-plane summation image.

(a) LENA  (b) SAILBOAT
(Figure 2) Segmented Image

2.2. RSCE Coding

2.2.1 The Estimation of Region-based Spectral Correlation

To implement the region-based spectral correlation estimator, first, we extract the luminance image \( Y \) from the input \( R, G, B \) images to use it for the reference image, and the scale factor and offset factor used to replace the \( R \) image and \( B \) image. The \( G \) image is set for the reference image, but since it is more sensitive to the characteristic of the human visual system as well as it does not represent the spectral correlation between the color component images better than \( Y \) image, \( Y \) image is selected for the reference image.

Equation (1) expresses the set of pixels of the \( Y, B, \) and \( R \) images, where \( M \) is the number of the vertical pixels and \( N \) is the number of the horizontal pixels of the each image.

\[
\begin{align*}
Y &= \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} y(i \times M + j) \\
R &= \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} r(i \times M + j) \\
B &= \bigcup_{i=1}^{N} \bigcup_{j=1}^{M} b(i \times M + j)
\end{align*}
\]  

(1)

\[
\begin{align*}
R_s(k) &= \sum_{i=1}^{N} \left[ b(i) \times (i \times M + j) \right] \\
&= \sum_{i=1}^{N} \left[ b(i) \times (i \times M + j) \right] \\
R_f(k) &= \sum_{i=1}^{N} \left[ b(i) \times (i \times M + j) \right] \\
&= \sum_{i=1}^{N} \left[ b(i) \times (i \times M + j) \right]
\end{align*}
\]  

(2)

The approximation square error of \( R \) the and \( B \) images for the \( Y \) image is defined by Equation (2) to determine the scale factor and offset factor which approximates the \( R \) and \( B \) images so that they have least squared distance from the pixel set of the \( Y \) image. \( h[i] \) and \( v[i] \) are the vertical and horizontal coordinates of the pixel contained in an object region with marker \( k \), and \( cnt[k] \) is the number of the pixel in that object region. \( S(k)_{B}, O(k)_{B} \) is the scale factor and offset
factor of the $B$ image, and $S(k)_{RB} O(k)_{R}$ is the scale factor and offset factor of the $R$ image. And then, after applying the partial derivative with the scale factor and offset factor as variables to approximation square error, we find the scale factor and offset factor that make the approximation square error minimum from the partial derivative equation assigned to be zero. Equation (3) represents the process.

\[
\begin{align*}
\frac{\partial R_{B}(m,n)}{\partial S_{L}(m,n)} &= 0, \\
\frac{\partial R_{B}(m,n)}{\partial O_{L}(m,n)} &= 0 \\
\frac{\partial R_{B}(m,n)}{\partial S_{R}(m,n)} &= 0, \\
\frac{\partial R_{B}(m,n)}{\partial O_{R}(m,n)} &= 0
\end{align*}
\] (3)

Equation (4) is the result for the scale factor which meets the condition of Equation (3).

\[
S_{s}(k) = (\text{cnf}[k] \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) r_{B}(i) \times M + h(i)])
- \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right) \left( \sum_{i=1}^{\text{cnt}} r_{B}(i) \times M + h(i) \right)
\] / \left( \text{cnf}[k] \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right)

\[
S_{s}(k) = (\text{cnf}[k] \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) b_{B}(i) r_{B}(i) \times M + h(i)])
- \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right) \left( \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i) \right)
\] / \left( \text{cnf}[k] \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right)

The resulting equation for the scale factor which meets the condition of Equation (3) is the same as Equation (5).

\[
O_{s}(k) = \frac{1}{\text{cnf}[k]^{2}} \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right)^{2}
- S_{s}(k) \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i))
\]

\[
O_{s}(k) = \frac{1}{\text{cnf}[k]^{2}} \left( \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i) \right)^{2}
- S_{s}(k) \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i))
\]

If the denominator of the $S_{s}(k)$ and $S_{s}(k)$ is the same as Equation (6), that is, the deviation $\sigma_{I}^{2}$ of the luminance for the object is the same as the zero, the calculation error can possibly occur.

\[
\text{cnf}[k] \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i))^{2}
- \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right) = \text{cnf}[k]^{2} \sigma_{I}^{2} = 0
\] (6)

So in that cases, we solve the problem by applying Equations (7) to $R$ and $B$ images.

\[
S_{s}(k) = 0
\]

\[
O_{s}(k) = \frac{1}{\text{cnf}[k]^{2}} \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right)^{2}
- S_{s}(k) \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i)) + O_{L}(k)
\] (7)

Equations (8) and (9) represent the Mean Square Error(MSE) of the estimated $R$ and $B$ images.

\[
R_{\text{mse}} = \frac{1}{\text{cnf}[k]^{2}} \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right)^{2}
+ S_{s}(k) \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i))^{2}
- \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \cdot b_{B}(i) \times M + h(i))
+ 2O_{s}(k) \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i))
\]

\[
B_{\text{mse}} = \frac{1}{\text{cnf}[k]^{2}} \left( \sum_{i=1}^{\text{cnt}} y_{B}(i) \times M + h(i) \right)^{2}
+ S_{s}(k) \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i))^{2}
- \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i) \cdot b_{B}(i) \times M + h(i))
+ 2O_{s}(k) \sum_{i=1}^{\text{cnt}} b_{B}(i) \times M + h(i))
\] (8) (9)

### 2.2.2 The Compensation of Region-based Spectral Correlation
After the variable length decoding for the received bit-stream, luminance image is decoded through the texture decoding. The decoded R, B images are obtained by performing the compensation decoding for each object repeatedly with Equations (10) and (11). \( K \) is the number of the marker in the given image, the number of the object.

\[
R = \bigcup_{k=1}^{K} r(k)
\]
\[
r(k) = \bigcup_{i=1}^{n} \left[ S_{r}(k) \times y(v[i] + 1) + b(i) \right] + O_{r}(k) \tag{10}
\]

\[
B = \bigcup_{k=1}^{K} b(k)
\]
\[
b(k) = \bigcup_{i=1}^{n} \left[ S_{b}(k) \times y(v[i] + 1) + b(i) \right] + O_{b}(k) \tag{11}
\]

When completing the above process, the other color component image, \( G \) image, can be easily decoded with Equation (12).

\[
G = \bigcup_{k=1}^{K} g(k)
\]
\[
g(k) = \frac{1}{0.587} \left[ y(k) - 0.299r(k) - 0.144b(k) \right] \tag{12}
\]

3. Simulation and Results

To verify the universal validity of the proposed RSCE coding method, we used JPEG/Baseline algorithm and JPEG2000/EBCOT algorithm for comparison and performed computer simulation with Microsoft Visual C++. From the simulation result for the bit rate at the same PSNR with TABLETENNIS(#50-#64) sequence, we recognize that bit per pixel to maintain 26dB of the average PSNR for R image and B image and 29dB of the decoding performance for Y image are 0.0487, 0.0322, and 0.0122 bpp of the average bit rate for JPEG/Baseline algorithm and JPEG2000/EBCOT algorithm and RSCE coding method, respectively. So this RSCE method has about 4.0 times and 2.64 times higher compression ratio than JPEG and EBCOT, respectively.

So this RSCE method has about 4.0 times and 2.64 times higher compression ratio than JPEG and EBCOT, respectively. (Figure 4) shows the decoding results with these different methods for the 62nd frame of TABLETENNIS sequence under the same condition. As shown in (Figure 4), the proposed RSCE coding method offers better subjective performance comparing to the JPEG and EBCOT.
Because basically, this method reproduces the R and B components with the basis of the shape information of the region, the contour of the region can be well preserved even if the quality of the Y image is seriously damaged. When we evaluate the compression ratio quantitatively of the R and B image, proposed method offers at least 2 times higher ratio additionally than that of the other image standards.

(Figure 6) shows average PSNR of the R and B images with changing the PSNR of Y image while the bit per pixel of the Cb, Cr or R, B images are fixed to the certain value constantly. The proposed RSCE coding method provides more than 3 times higher compression ratio as well as has the property that it is less sensitive to the quality of the Y image. Especially, even in the position that the quality of the Y image is seriously damaged, it serves to decrease the quality smoothly comparing to the EBCOT. SNR comparing to the EBCOT when the PSNR of the Y image increases at a certain cross-point, but this is almost nothing comparing to the improvement of the performance occurred when the PSNR of the Y image decreases. Especially, this property is appeared more clearly and more positively in rather complex images, like LENA, SAILBOAT, MILKCROWN, and AIRPLANE. Also, it offers more than about 5 times higher compression ratio than EBCOT as well as maintains the increasing and decreasing characteristics at the certain vertex in the graph. From these properties, it is expected that the proposed RSCE coding method has advantages for the data transmission in the very low bit rate channel.
Figure 6) Performance comparison of the results in PSNR and bpp

(Figure 7) shows compression ratio of the RSCE coding method for the total of R, G, B data when the visual qualities of the Rand B images are set to be equal to that of EBCOT.

(Figure 7) Comparison of the compression ratio for LENA image

The contribution for the whole compression ratio as compression ratio of the color component image increases additionally, is very little in the case that the compression ratio is low, but comparatively, the contribution increases at the high rate as it goes to the high compression ratio. So as mentioned above, it is apparent that the proposed RSCE coding method provides the prominent performance in the applications of the image CODEC for the very low bit rate transmission.

4. Conclusions

As we can see in the computer simulation, the proposed method offers excellent performance comparing to the EBCOT in JPEG2000/EBCOT and JPEG/Baseline algorithm. Also, while these early methods provide degraded results in the contour and high frequency region, proposed method is evaluated to have better performance in the subjective quality because it reproduces the contour of region almost perfectly which is very sensitive to the human visual system. Especially, the proposed method either uses the shape information directly offered to encode the Y image or extracts the shape information from decoded Y image because the method has the segmentation unit with the same algorithm both in the encoder and the decoder.

So there is no need to transmit the shape information data additionally to encode estimated color component. This makes it possible for the proposed method to be used with both region based image CODEC and the spectral CODEC of the block or frame based image CODEC comfortably. And the spectral correlation mainly handled in the proposed RSCE coding method is expected to have various applications in the MPEG-7 standardization process, for example, for the descriptor for image retrieval being studied as well as in the image compression.
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