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Abstract

A microgrid (MG) with integrated renewable energy resources can benefit both utility companies and customers. As a result, they are attracting a great deal of attention. The control of a MG is very important for the stable operation of a MG. The droop-control method is popular since it avoids circulating currents among the converters without using any critical communication between them. Traditional droop control methods have the drawback of an inherent trade-off between power sharing and voltage and frequency regulation. An adaptive droop control method is proposed, which can operate in both the island mode and the grid-connected mode. It can also ensure smooth switching between these two modes. Furthermore, the voltage and frequency of a MG can be restored by using the proposed droop controller. Meanwhile, the active power can be dispatched appropriately in both operating modes based on the capacity or running cost of the Distributed Generators (DGs). The global information (such as the average voltage and output active power of the MG and so on) required by the proposed droop control method to restore the voltage and frequency deviations can be acquired distributedly based on the Multi Agent System (MAS). Simulation studies in PSCAD demonstrate the effectiveness of the proposed control method.

Key words: Distributed Generator (DG), Droop control, Frequency restoration, Global information discovery, Microgrid, Multi-agent system,

I. INTRODUCTION

In order to meet the increasing demand for electricity, Distributed Generation (DG) based on Renewable Energy Sources (RES) (such as photovoltaic, fuel cells and wind-power) and storage systems is emerging as a promising new technology [1]. By using Distributed Generators (DGs), the distance between the generation and the loads is reduced, which can reduce losses, and postpones investments in new transmission and large scale generation systems [2]. Microgrids (MGs) are attracting a great deal of attention since they integrate these DGs into the main grid reliably and cleanly [1], [3]-[5]. For utility companies, MGs can operate as a single dispatchable unit to provide power or ancillary services. For customers, they can improve power quality by supporting local voltage and frequencies [6], [7].

The droop control methods are presented as wireless control techniques that avoid circulating currents among the converters without using any critical communications between them. A lot of studies suggest that droop control methods are the best option for controlling the DGs in MGs [3], [8]-[10]. Furthermore, droop-control methods are often applied in many experimental MGs because of the advantages they offer, such as flexibility and absence of critical communications [1], [11].

For droop control methods, an inherent trade-off between power sharing and voltage and frequency regulation is one of its drawbacks. This is due to the fact that if the droop coefficients are increased, then good power sharing is achieved...
at the expense of degrading the voltage/frequency regulation. On the other hand, if the droop coefficients are decreased, then good voltage/frequency regulation is achieved at the expense of degrading the power sharing [12]. Nowadays, many researchers are focusing on improving droop control and many improved methods have been proposed. A modified droop controller was discussed in [13]-[18], but the frequency and voltage amplitude experience deviations in the steady state. A restoration control was proposed in [19], [20], but it must be carried out by means of a central controller, which requires some form of communication between the restoration control and the DGs, which is complex and not reliable for a single point of failure.

In order to restore the MG voltage magnitude and frequency while achieving accurate power sharing, centralized active load sharing techniques and average load sharing techniques have been proposed in [20] and [21], respectively. However, these techniques reduce system reliability and expandability due to their dependency on critical intercommunication lines among modules [22].

The Multi Agent System (MAS) is one of the most popular distributed control strategies. The convergence, robustness and stability analysis of the multi agent based algorithm was discussed in [23]-[25], which is helpful for application to MGs. In recent years, several global information discovery algorithms based on MAS have been proposed and applied to MGs [25]-[27].

In this paper, an adaptive droop control method is proposed, which can operate in both the island mode and the grid-connected mode. In addition, it can shift smoothly between these two modes. Furthermore, the voltage and frequency of a MG can be restored. Meanwhile, the active power can be dispatched appropriately in both of the operating modes based on the capacity or the running cost of the DGs. Based on the MAS, the global information (which is required by the proposed droop control method to restore the voltage and frequency deviation) can be acquired distributively.

The global information discovered in this paper includes the status information (such as the state of each of the DGs and the weight factor to the dispatch active load) and the performance metric (such as the average voltage and the output active power of the MG). During the information discovery process, the agents only need to communicate with their corresponding neighbors. Furthermore, the global information discovery algorithm is independent of the system configuration. Thus, it can be applied to MG systems with any structure, such as radial, mesh and mixed.

The main novel contributions of this paper are:

1) A MAS based adaptive droop control method for microgrids was proposed and the stability of this control architecture was analyzed through a small-signal model.

2) A global information discovery algorithm based on the MAS is applied for the DGs to discovery global information distributedly. In addition, the frequency and voltage deviation can be restored with the adaptive droop controller using the acquired global information, which overcomes the drawback of traditional droop control methods.

3) The transient and steady state performances of the adaptive droop-controlled MG are verified by simulations. It is shown to have better performance than traditional droop control methods.

This paper is organized as follows. In section II, both the MG system model and the control method are presented. Section III proposes the MAS-based global information discovery algorithm. Section IV presents simulations and results. Finally, Section V concludes this paper.

II. MICROGRID SYSTEM MODEL AND CONTROL METHOD

A. Voltage Source Inverter Model

In MGs, Voltage Source Inverters (VSIs) are very popular because they can provide ride-through capability and power-quality enhancement to DGs [20]. These inverters are required to operate in both the grid-connected mode and the island mode, and they often change their behavior from voltage to current sources in the grid-connected mode. In order to operate in both the grid-connected and islanded modes, VSIs are required to control the exported or imported power to the main grid to stabilize the MG [28]. The circuit structure of a three-phase VSI is shown in Fig. 1.

In Fig. 1, $L_f$ is the inductance of the LC filter, $R_f$ is the resistance of the inductor, $C_f$ is the capacitance of the LC filter, $u_{a}, u_{b}, u_{c}$ are the three phase output voltages of the inverter, $u_{oc}, u_{og}, u_{ow}$ are the voltages of the capacitor, $Z_{inv}$ is the impedance of the transmission-line, $i_{oa}$ is the current of the filter inductor, and $i_{ow}$ is the current in the transmission-line.

By using a $d-q$ transformation, the three-phase voltage and current can be transformed to the $d-q$ rotating reference frame. Then the active and reactive powers can be decoupled by using a $d-q$ transformation [17]. Details of the $abc/dq$ transformation and its sign convention are shown in Eq. (1),

![Fig. 1. Circuit structure of three-phase VSI.](image-url)
Eqns. (5)-(6) indicate that \( u_{ad}, u_{aq} \) are affected by \( i_{ad}, i_{aq} \) and the coupling voltages \( w \cdot C_f \cdot u_{aq} \) and \( w \cdot C_f \cdot u_{ad} \).

Reference [29] indicates that the feedforward quantities \( i_{ad}, i_{aq} \) and cross decoupled quantities \( w \cdot C_f \cdot u_{aq} \) and \( w \cdot C_f \cdot u_{ad} \) are used to achieve independent voltage control in the \( d-q \) axis. To eliminate the voltage coupling, the outer voltage control loop is designed as Eqns. (11)-(12)

\[
i_q = \left( K_{ps} + \frac{K_{ux}}{s} \right) (u_{ad}' - u_{ad}) - w \cdot C_f \cdot u_{aq} + i_{ad}
\]

\[
i_q = \left( K_{ps} + \frac{K_{ux}}{s} \right) (u_{aq}' - u_{aq}) + w \cdot C_f \cdot u_{ad} + i_{aq}
\]

Applying Eqns. (11)-(12) into Eqns. (5)-(6), the following are obtained:

\[
s \cdot C_f \cdot u_{ad} = \left( K_{ps} + \frac{K_{ux}}{s} \right) (u_{ad}' - u_{ad})
\]

\[
s \cdot C_f \cdot u_{aq} = \left( K_{ps} + \frac{K_{ux}}{s} \right) (u_{aq}' - u_{aq})
\]

\( u_{ad} \) and \( u_{aq} \) can be controlled separately without coupling.

### B. Adaptive Droop Control

The values of the active and reactive powers flowing between two AC voltage sources, which are connected in parallel through the line impedance as shown in Fig. 2, can be calculated as Eqns. (15)-(16) [30], [31]. In Fig. 2, \( R \) and \( X \) are the line impedance and inductance, respectively. \( U_1 \) and \( U_2 \) are the Root-Mean-Square (RMS) value of the AC voltage sources, and their phases are \( \theta_1 \) and \( \theta_2 \), respectively. If \( X >> R \) and \( \delta = \theta_1 - \theta_2 \) is small, then Eqns. (15)-(16) can be simplified as Eqns. (17)-(18).

\[
P = \frac{U_1}{R} \left[ R (U_1 - U_2 \cos \delta) + X U_1 \sin \delta \right]
\]

\[
Q = \frac{U_1}{R^2} \left[ -RU_1 \sin \delta + X (U_1 - U_2 \cos \delta) \right]
\]

\[
P = \frac{U_1 U_2}{X} \delta
\]

\[
Q = \frac{U_1^2 - U_2^2}{X}
\]

As shown by Eqns. (17)-(18), the active power, flowing from voltage source 1 to 2 through a highly inductive line impedance, can be controlled by varying the phase \( \delta \). The reactive power supplied by source 1 can be controlled by controlling the magnitude of source 1 (\( U_1 \)). This is the basis of the conventional \( P \) vs. \( f \) and \( Q \) vs. \( U \) droop controls. As
shown in Eqns. (19)-(20), in most cases, $f_i$ and $U_{oi}$ are the nominal values [17].

$$f_i = f_{oi} + m_p (P_{oi} - P_i)$$

$$U_i^* = U_{oi} + m_q (Q_{oi} - Q_i)$$

Where, $i$ is the DG index, $m_p$ and $m_q$ are the droop parameters, and $U_i, f_i, P_i, \text{ and } Q_i$ are the bus RMS voltage, the system frequency, and the locally measured active and reactive powers, respectively. The subscript $o$ represents the preset values of the normal operating points.

The angle $\delta$ is generated by dynamically controlling the frequency of source 1. The relationship between the frequencies of the two interconnected AC voltage sources and $\delta$ is given by Eq. (21)

$$\delta = 2\pi \int (f_i - f_o) dt$$

For directly coupled DG units, the impedance between two DGs is just the low voltage distribution feeder and has the relationship $R >> X$ [32], [33]. Eqns. (15)-(16) can then be simplified as Eqns. (22)-(23). The droop can be based on $f(P)$ as in Eq. (19) or reversely, $P(f)$, where the frequency is measured and drooped to determine $P$. Unlike measurements of power, the accurate measurement of frequency is difficult. Therefore, the $f(P)$ strategy is often chosen [34]. In this paper, the $f(P)$ strategy is applied with frequency as a function of the delivered active power.

$$P = \frac{U_i^2 - U_{oi}^2}{R}$$

$$Q = \frac{U_i U_{oi} \delta}{R}$$

In order to prevent the inverter from filling up beyond its capacity, the problem of reaching the maximum output power needs to be addressed. It is possible to take advantage of two assumptions: 1) the inverter can transiently sustain overshoots of the value $P_{max}$ for short periods of time; 2) the inverter can transiently sustain the condition of $P < 0$ for brief periods of time.

Fig. 3 show the proposed $P$ vs. $f$ and $Q$ vs. $U$ droop control diagrams. In Fig. 3, $P_{max}$ is the allowed maximum output power, $P_i$ is the output active power of the $i$th inverter, and $errP_{max}$ is the value of $P_{max}$ minus $P_i$. If the power is larger than its maximum, $errP_{max}$ is negative and the integral starts generating a negative value for the offset. This offset in turns translates the droop curve down. It keeps on translating down until the offset exactly matches the value where $errP_{max} = 0$. Until it does, the integral keeps on increasing the offset. When power output matches the maximum power, the error become zero and the integral stops increasing the offset. As a result, a new steady state is reached with the offset $\Delta f_{max}$. When preventing the injections of power from exceeding the minimum value, the approach used to calculate the offset $\Delta f_{max}$ is very similar to the approach used to calculated $\Delta f_{min}$. To prevent the reactive power from reaching the maximum or minimum values, the same strategy is used, as shown in Fig. 3.

As shown previously, for directly coupled DG units, the impedance between two DGs is just the low voltage distribution feeder and has the relationship $R >> X$ [32], [33]. Eqns. (15)-(16) can then be simplified as Eqns. (22)-(23). The droop can be based on $f(P)$ as in Eq. (19) or reversely, $P(f)$, where the frequency is measured and drooped to determine $P$. Unlike measurements of power, the accurate measurement of frequency is difficult. Therefore, the $f(P)$ strategy is often chosen [34]. In this paper, the $f(P)$ strategy is applied with frequency as a function of the delivered active power.

$$P = \frac{U_i^2 - U_{oi}^2}{R}$$

$$Q = \frac{U_i U_{oi} \delta}{R}$$

In order to prevent the inverter from filling up beyond its capacity, the problem of reaching the maximum output power needs to be addressed. It is possible to take advantage of two assumptions: 1) the inverter can transiently sustain overshoots of the value $P_{max}$ for short periods of time; 2) the inverter can transiently sustain the condition of $P < 0$ for brief periods of time.

Fig. 3 show the proposed $P$ vs. $f$ and $Q$ vs. $U$ droop control diagrams. In Fig. 3, $P_{max}$ is the allowed maximum output power, $P_i$ is the output active power of the $i$th inverter, and $errP_{max}$ is the value of $P_{max}$ minus $P_i$. If the power is larger than its maximum, $errP_{max}$ is negative and the integral starts generating a negative value for the offset. This offset in turns translates the droop curve down. It keeps on translating down until the offset exactly matches the value where $errP_{max} = 0$. Until it does, the integral keeps on increasing the offset. When power output matches the maximum power, the error become zero and the integral stops increasing the offset. As a result, a new steady state is reached with the offset $\Delta f_{max}$. When preventing the injections of power from exceeding the minimum value, the approach used to calculate the offset $\Delta f_{max}$ is very similar to the approach used to calculated $\Delta f_{min}$. To prevent the reactive power from reaching the maximum or minimum values, the same strategy is used, as shown in Fig. 3.

![Fig. 4. Virtual impedance in series with the real line impedance.](image-url)
In Fig. 4, $Z_v$ is the virtual impedance, $R_v$ is the resistive part of the virtual impedance, $L_v$ is the inductive part of the virtual impedance, $Z_{line}$ is the line impedance, $R_{line}$ is the resistive part of the line impedance, and $L_{line}$ is the inductive part of the line impedance.

### C. Synchronization Conditions and Frequency Restoration of Droop Controlled MGs

The grid voltage $U_{grid}$ rotates at 50 Hz in the counter clockwise direction, while the MG Voltage $U_{MG}$ rotates at a frequency lower than 50 Hz in the same direction. If the vectors are strobed 50 times a second, the vector $U_{grid}$ stays still, while vector $U_{MG}$ draws back in the clockwise direction [2]. Fig. 5 shows the voltage vector synchronization process of $U_{grid}$ and $U_{MG}$. As Fig. 2 shows, if the grid injects the active power of $P_{ready}$ to the MG in the steady state, then from Eq. (17), the time to connect the MG to the grid is when $\delta$ satisfies Eq. (24).

$$\delta = \frac{P_{ready}X}{U_{grid}U_{MG}}$$ 

(24)

For droop control methods, the inherent trade-off between power sharing and voltage and frequency regulation is one of its drawbacks. In this paper, for the application of the voltage and frequency restoration and DG status identification, a MAS based global information discovery algorithm is used to acquire the global information. This algorithm is described in section III. There are two kinds of global information to be discovered: status information (such as the state of each DG and the weight factor to dispatch an active load) and performance metric (such as the average voltage and the output active power of a MG).

The frequency and voltage need to be restored only if the MG is operating in the island mode. In the grid-connected mode, the frequency and voltage are maintained by the main grid. In the island mode, it is assumed that, the DGs in the MG are all running properly and within the upper and lower limits.

From Fig. 3, the $P$ vs. $f$ and $Q$ vs. $U$ droop curves can be derived as Eqns. (25)-(26).

$$f^* = f_{ref} + mp\left(P_{ref} - P + P_{loadref}\right) + f_{syn}$$ 

(25)

$$U^* = U_{ref} + mq\left(Q_{ref} - Q\right) + U_{loadref}$$ 

(26)

$P_{ref}$ and $Q_{ref}$ are set to be zero, in this paper. In the island mode, $f_{syn}$ is zero too, and the function of $f_{syn}$ is described later. Then Eq. (25) can be rewritten as Eq. (27).

$$\Delta f_i = f_i - f_{ref} = mp\left(P_{loadref} - P_i\right)$$ 

(27)

Assume that:

$$P_{total} = \sum_{i=1}^{n} P_i$$ 

(28)

$$\lambda_{total} = \sum_{i=1}^{n} \lambda_i$$ 

(29)

Where, $n$ is the number of DGs running in the MG, and $\lambda_i$ is the weight factor to share all of the active power consumed by the load, which is decided based on the capacity or the running cost of the DGs.

If:

$$P_i = P_{total} \times \frac{\lambda_i}{\lambda_{total}}$$ 

(30)

Then:

$$P_{loadref} = P_{total} \times \frac{\lambda_i}{\lambda_{total}} + \Delta f_i/mp_i$$ 

(31)

After restoration of the frequency, $\Delta f_i$ is zero. Thus, $P_{loadref}$ is rewritten as Eq. (32).

$$P_{loadref} = P_{total} \times \frac{\lambda_i}{\lambda_{total}}$$ 

(32)

Through the global information discovery process implemented by the MAS (as mentioned before), $P_{total}$ and $\lambda_{total}$ can be acquired by all of the DGs in the MG. $\lambda_i$ is a local parameter, which can be adjusted on line.

The frequency of the MG is restored by $P_{loadref}$ in the island mode. In order to change to the grid-connected mode from the island mode, the synchronization conditions need to be met. Therefore, $f_{syn}$ is used to find a suitable angle $\delta$ to connect the MG to the main grid. $f_{syn}$ is set to be a small value (0.2 Hz for example) when the MG going to connect to the main grid. At other times, it is set to be zero. When $f_{syn}$ is bigger, it is able to find a suitable time to connect to the main grid more quickly, as described in Fig. 5. However, it must be lower than 0.5 Hz to satisfy the standard of frequency variation.

Unlike the frequency, the voltage of a MG is not a global parameter [37]. The frequencies of all of the DGs are equal in
PI controllers. The droop controller calculates the output voltage of the MG to restore the voltage, and the voltages for the DGs are different from each other. In order to restore the voltage, a global information discovery algorithm is implemented based on a MAS to derive the average voltage $U_{\text{avg}}$ of the DGs. A proportional-integral (PI) controller is used to calculate $U_{\text{load}}$ and to restore the average voltage of the MG to its preset value. The relationship between $U_{\text{avg}}$ and $U_{\text{load}}$ is given by Eqs. (33)-(34),

$$U_{\text{avg}} = \frac{\sum U_i}{n} \quad (33)$$

$$U_{\text{load}} = (U_{\text{avg}} - U_{\text{sat}}) \left( K_{\text{avg}} + K_{\text{sat}}/S \right) \quad (34)$$

Where, $K_{\text{avg}}$ and $K_{\text{sat}}$ are the PI controller parameters used to restore the average voltage of the MG.

D. Small-Signal Model Based Stability Analysis of a Microgrid System

Fig. 6 shows a control block diagram of inverter interfaced DGs in the $d-q$ rotating reference frame. As shown in Fig. 6, the DG controllers involve three types of controllers: the droop controllers, the voltage controllers and the current controllers. The droop controller calculates the output voltage reference, whereas the voltage and current controllers control the inverter voltage and current, respectively. As described in section II, voltage controllers and current controllers are all PI controllers.

From Fig. 6, the mathematical equations are derived as Eqs. (35)-(42).
III. MAS-BASED GLOBAL INFORMATION DISCOVERY ALGORITHM

As described in section II, the traditional droop control has the drawback of a trade-off between power sharing and voltage and frequency regulation. Several proposed restoration controls must be carried out by means of a central controller, which requires some form of communication between the restoration control and the DGs, which is complex and not reliable for a single point of failure.

In section II, an adaptive droop control method is proposed. This method can restore the voltage and frequency. It can also properly dispatch the active power by using the status information (such as the state of each DG and the weight factor to dispatch the active load) and the performance metric (such as the average voltage and the output active power of the MG). This information is discovered by a MAS based global information discovery algorithm.

In recent years, global information discovery algorithms based on the MAS have attracted a great deal of interest in various areas [26], [38], [39]. These algorithms are based on multi agent coordination and do not need a powerful central controller. Thus, they are robust to the single point failures.

A MG, as shown in Fig. 9, is taken for research. The MG is coupled with the main grid through the PCC, and can operate either in the island mode or the grid-connected mode. There are three feeders in the MG. Feeder 1 has one load and two DGs; Feeder 2 also has one load and two DGs; while feeder 3 has one load and one DG. The length and parameters of the transmission line, the capacities of the DGs and the load demand are shown in Fig. 9. In this paper, it is assumed that each DG unit in the MG is assigned with an agent. Every agent knows the local information (the agent can measure the information locally and acquire it without any communication), such as the local voltage, the output active power of a certain DG, and so on. However, it does not have direct access to the global information (this information cannot be acquired directly, by communicating with the corresponding neighbor agents, each agent must acquire the global information through the MAS-based global
information discovery algorithm), such as the average voltage of the MG, the total output active powers of all of the DGs, and so on. As Fig. 6 shows, with the local information of $P_i$, $U_i$, and $\lambda_i$, agent $i$ can acquire the global information of $P_{\text{load}}, U_{\text{net}}, \lambda_{\text{net}}$, by communicating with its neighbors $j$ and $k$. With this global information, $P_{\text{load}}$ and $U_{\text{net}}$ can be calculated by Eq. (32) and Eq. (34), respectively. The adaptive droop controller can restore the frequency and voltage deviation of the MG with $P_{\text{load}}$ and $U_{\text{net}}$. This overcomes the main drawback of traditional droop control methods (the trade-off between power sharing and voltage and frequency regulation).

In order to improve the robustness against communication failures, the topology of the communication network is designed to satisfy the $N - 1$ rule, which means that the rest of the communication network can work normally, with the breakdown of any one agent. Each agent can communicate with its neighbor agents. For example, in Fig. 9, DG 1 can communicate with DG 2 and DG 3. All of the agents constitute a multi agent system. The original data of each DG for the case study are summarized in Table I.

In the global information discovery algorithm, the information discovery process for the $i$th agent is represented as Eq. (55).

$$x_{i+k} = x_i + \sum_{j=1}^{N_i} a_{ij} (x_j - x_i)$$  \hspace{1cm} (55)

Where, $x_i$ and $x_j$ are the pieces of information (average voltage, average active power, and so on) discovered by agents $i$ and $j$ at iteration $k$, respectively; $i=1,2,...,n$; $n$ is the number of agents in the MG; $x_{i+k}$ is updated to $x_{i+k}$ at iteration $k+1$; $a_{ij}$ is the coefficient for the information exchanged between the neighboring agents $i$ and $j$; and $N_i$ is the set of neighbors for agent $i$.

The coefficient $a_{ij}$ plays an important role for the convergence speed. Y. Xu and W. Liu summarize and discuss several methods for designing the coupling coefficients [25]. $a_{ij}$ is updated based on Eq. (56), as proposed in [25].

$$a_{ij} = \begin{cases} \frac{2}{(n_i + n_j + \varepsilon)} & j \in N_i \\ 0 & i = j \text{ otherwise} \end{cases}$$  \hspace{1cm} (56)

Where, $n_i$ is the number of neighbors for agent $i$, $n_j$ is the number of neighbors for agent $j$, and $N_i$ is the set of neighbors for agent $i$. $\varepsilon$ is a very small number. The value of $\varepsilon$ is set to 0.3 in this paper. Based on the consensus theory, the overall information discovery process can be modeled as a discrete time linear system as shows in Eq. (57).

$$X^{k+1} = D \cdot X^k$$  \hspace{1cm} (57)

Where, $X^i = [x_i^1, x_i^2, ..., x_i^n]^T$ is the vector of the discovered information at the $k$th iteration; and $D$ is the Laplacian matrix of the multiagent network graph [39]. The convergence speed is determined by the second largest eigenvalue of $D$.

The global information discovery algorithm can guarantee the convergence for systems of any size and topology, as shown in [25], [27]. In this paper, the information discovery process terminates once the following Equation is valid:

$$|x_i^{k+1} - x_i^k| \leq \gamma$$  \hspace{1cm} (58)

Where, $\gamma$ is a small real number that defines the precision requirement. The value of $\gamma$ is set to 0.01 in this paper.

For the application of the voltage and frequency restoration and the DG status identification, there are two kinds of information to be discovered: the status information and the performance metric [40]. In order to acquire information on the number of DGs and which DG are running in this MG, each agent in the MG is assigned a unique state vector beforehand. In the beginning, agent $i$’s $N$-dimensional ($N$ is the total number of agents in the MG and it is a constant for a given MG) state vector $s_i$ has only one nonzero element at $(i,1)$ with the value of $i$, that is $s_i = [0,0,...,1,0,...,0]^T$ [27]. The $i$th elements of the state vector will converge to $i/M$ ($M$ is the total number of working agents in the MG, $M \leq N$), by applying the global information discovery algorithm to the same elements of the state vectors, as shown in Fig. 10(e). When DG 4 is disconnected (but agent 4 is still working normally), agent 4’s state vector $s_i$ is reset to $[0,0,0,0,0]^T$. By applying the global information discovery algorithm to the same elements of the state vectors, all of the elements except for the 4th element of the state vectors will converge to the same value ($i/M$) as before, as can be seen in Fig. 10(f). By checking

---

**TABLE I**

<table>
<thead>
<tr>
<th>No.</th>
<th>Neighbors</th>
<th>Syn.</th>
<th>$P_i$ (kW)</th>
<th>$V_i$ (V)</th>
<th>$\lambda_i$</th>
<th>DGs’ state vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,3</td>
<td>1</td>
<td>47.8</td>
<td>381.5</td>
<td>0.45</td>
<td>$[1,0,0,0,0]$</td>
</tr>
<tr>
<td>2</td>
<td>1,4</td>
<td>0</td>
<td>6.4</td>
<td>381.8</td>
<td>0.06</td>
<td>$[0,1,0,0,0]$</td>
</tr>
<tr>
<td>3</td>
<td>1,4,5</td>
<td>0</td>
<td>26.5</td>
<td>379.0</td>
<td>0.25</td>
<td>$[0,0,3,0,0]$</td>
</tr>
<tr>
<td>4</td>
<td>2,3,5</td>
<td>0</td>
<td>15.9</td>
<td>380.4</td>
<td>0.15</td>
<td>$[0,0,0,4,0]$</td>
</tr>
<tr>
<td>5</td>
<td>3,4</td>
<td>0</td>
<td>9.5</td>
<td>372.4</td>
<td>0.09</td>
<td>$[0,0,0,0,5]$</td>
</tr>
</tbody>
</table>

to modifications in the MG’s architecture plug and play performance which involves neighbors at agents need send heartbeat packets at the connected to the MG 4 is no discovery process when DG4 is disconnected from the MG all DGs are connected to the MG discovery process (a) DGs’ state vector (b) Voltage discovery process (c) Synchronization signal discovery process (d) DGs’ state vector discovery process, when DG4 is disconnected from the MG.

the positions of the zeros, all of the agents will know that DG 4 is now disconnected. As a result, the number of DGs connected to the MG n is updated. Furthermore, by comparing the i th element with \( x_i / M \), where \( x_i \) can be either 1 or 0 (when the corresponding DG is disconnected) and \( M \) can be any integer between 1 and \( N \), it can find the \( M \) match of the converged state vector \([x_1 / M,...,x_N / M]^T\). Thus, the number of working agents \( M \) can also be found. Multiply the discovered average performance metrics by \( M \), and the total value of the according metrics are derived.

In order to deal with the fault of an agent loss, all of the agents need send heartbeat packets to \( i \) th’s neighbors. Then each agent knows who its neighbors are and the number of neighbors at the present time. By using Eq. (56), \( a_q \) can be updated. When the MG is expanded, it only needs to update its’ neighbors’ information. Thus, the MAS control offers a plug and play performance which involves low costs related to modifications in the MG’s architecture.

Agent 1 is responsible for synchronize with the main grid. Agent 1’s synchronization signal \( Syn \) will be 1, when the microgrid is going to change from the island mode to the grid-connected mode, otherwise \( Syn \) will be 0. The other agents’ synchronization signals \( Syn \) are always initialized to be zero. Thus, when an agent finds that \( Syn \) converges to a nonzero value, \( f_{syn} \) in (25) is set to 0.2Hz for all the droop controllers to synchronize the MG with the main grid, as described previously. The information discovery processes of the status information and the performance metrics are shown in Fig. 10.

Fig. 10(a) shows the average active power discovery process. All of the agents converge to the same value of 21.22=(47.8+6.4+26.5+15.9+9.5)/5 within 30 iterations. Fig. 10(b) describes the average weight factor discovery process. It shows that all of the agents converge to the same value within 30 iterations. Fig. 10 (c) and Fig. 10 (d) indicate the average voltage and synchronization signal discovery processes, respectively. They also show that all of the agents converge to the same value within 30 iterations. Fig. 10 (e) shows the updating process of the \( i \) th element of the \( i \) th agents’ state vectors when all of the DGs are connected to the MG. From Fig. 10 (e), it can be seen that all of the agents converge to the same value within 30 iterations. Fig. 10 (f) shows the updating process of the \( i \) th element of the \( i \) th agents’ state vectors when DG4 is disconnected from the MG. From Fig. 10 (f), it can be seen that all of the agents except for agent 4 converge to the same value of \( 1/M \). Fig. 10 (f) shows the updating process of the \( i \) th element of the \( i \) th agents’ state vectors when DG4 is disconnected from the MG. From Fig. 10 (f), it can be seen that all of the agents except for agent 4 converge to the same value of \( 1/M \) as before.

The data to communicate is represented by 16 bits for one piece of data. There are 9 pieces of data to communicate for each agent, and it is supposed that the maximum iteration to convergence is 50 for the global information discovery algorithm (which is rational considering the results in Fig. 10). Suppose that one agent has 10 neighbors as a maximum in the MG. In order to get the global information 5 times per second, the communicating rate should be higher than \( 16 \times 9 \times 50 \times 10 \times 5 \times 2 = 720 \text{kbps} \). Nowadays, a communication rate of 720kbps is easy to fulfill. Thus, it is reasonable to get global information 5 times per second.

### IV. SIMULATION AND RESULTS

The MG system model in Fig. 9 is simulated by using PSCAD/EMTDC. This model contains five inverter-interfaced DGs with PWM voltage source inverters. The DGs in the MG...
are coordinated via $P$ vs. $f$ and $Q$ vs. $U$ adaptive droop controllers and the global information is discovered by a MAS.

All of the loads are connected in a star configuration and they can be connected and disconnected with a switch. The parameters of the loads in Fig. 9 are listed in Table II.

In this paper, the inverter is fed by a DC bus voltage source of 750V, which emulates the combined effects of a prime mover and energy storage. The carrier frequency of the VSI is 5000Hz. The rated power factors of the DGs are all set as 0.8, and the minimum operating frequency is 49.5Hz, which is 0.5 Hz below the nominal frequency.

The fixed slopes $mp_i$ of the $P$ vs. $f$ droop are chosen to be the value of the slope obtained for $P_{max}$ in Eq. (25). They are listed in Table III.

When the value of the maximum offset expected for the voltage, $\Delta E$, is known, with the help of $Q_{max}$, the slopes $mq_i$ of the $Q$ vs. $U$ droop can be determined by $\Delta E / Q_{max}$. The maximum offset for the voltage is taken as the difference in voltage between the best and worst case scenarios [4]. The best case scenario is when the MG is fully energized from the grid, without micro sources or loads. The worst case scenario is when the MG is energized from the grid, without micro sources and with all of the loads. The voltages in the best case scenario are represented as $V_{max}$, in the worst case scenario they are represented as $V_{min}$, and the slopes $mq_i$ are listed in Table III.

The virtual impedance can generate good system transient and steady-state responses if designed properly. The effects of virtual impedance have been verified in some published papers. The virtual impedance increases the system damping and enhances the system’s transient response but it also affects the inverters’ voltage regulation (which will cause voltage drop) [41], [42]. As Eq. (17) shows, the phase angle difference $\delta$ is affected by the coupling inductor $X$. The angle difference $\delta$ cannot be allowed to get too small to avoid errors caused by an imprecise measurement of $\delta$. However, in order to have a good linear approximation between $P$ and $\delta$, $\delta$ cannot be allowed to get too big. In this paper, the method to calculate the virtual impedance is from reference [2]. $\delta$ is set to be 7 degrees at full ratings. This guarantees operation in the linear region of the sinusoidal characteristic. This means that the virtual impedance $X$ can be calculated as Eq. (59) as shown in [2]. The Virtual impedances $X$ are calculated and listed in Table III.

$$X = \frac{U_i}{P_{max}} \delta_{max}$$ (59)

The values of $K_{pres}$ and $K_{max}$ in Eq. (34) are designed by experiential adjustments according to the simulation results. Within certain limits, when the value of $K_{pres}$ is bigger, the speed is higher for restoring the voltage. However, it cannot be too big to maintain system stability. Within certain limits, when the value of $K_{max}$ is bigger, the steady state deviation is lower. However, it cannot be too big either to maintain system stability. The appropriate values of $K_{pres}$, $K_{max}$ and the other parameters used in this paper are given in Table IV.

In order to show the decoupling effect of the decoupling method introduced in section II-A, a comparison study was carried out. In the comparison study, the performance of the decoupling method is compared with the method without a feed-forward decoupling network. The results are shown in Fig. 11. As shown in the figure, when the reference voltages are given a step change at 0.1 s, the decoupling method has a faster response speed and a lower steady state deviation than the method without a feed-forward decoupling network.

In order to verify the proposed adaptive droop control method, the simulation sequence was set as follows: 1) $0-2$ s, the MG is operating in the island mode and all of the DGs and loads are connected; 2) at 3 s, $f_{max}$ is set to 0.2Hz for all of the DGs to synchronize the MG with the main grid, in order to be connected to the main grid; 4) $6.8-13$s, the MG is connected to the main grid, all of the DGs are set to output 10kW of active power and DG 1, DG 2, DG 3 and DG 5 are set to output 10kVar, 5kVar, 8kVar and 6kVar of reactive power, respectively; 5) $13-14$s, it is assumed that the DGs have not detected the island to analyze the effect of the time delay to the system; 6) at 14s, all of the DGs get the information of the island, recover the frequency and dispatch active power; 7) at 17s, load 2 is disconnected. In this simulation, the global information is acquired once every 0.2 seconds. The simulation results of the MG are shown in Figs. 12-16.

Table III

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>DGs Data Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{max}$ (kW)</td>
<td>65</td>
</tr>
<tr>
<td>$Q_{max}$ (kVar)</td>
<td>48.75</td>
</tr>
<tr>
<td>$V_{max}$ (V)</td>
<td>380</td>
</tr>
<tr>
<td>$V_{max}$ (V)</td>
<td>367</td>
</tr>
<tr>
<td>$mp_i$ (Hz/kW)</td>
<td>0.0077</td>
</tr>
<tr>
<td>$mq_i$ (V/kVar)</td>
<td>0.0770</td>
</tr>
<tr>
<td>$V_{ir} X_i(\Omega)$</td>
<td>0.2707</td>
</tr>
</tbody>
</table>

Table IV

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>Other Parameters in This Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_f$ (mH)</td>
<td>3</td>
</tr>
<tr>
<td>$C_f$ (pF)</td>
<td>15</td>
</tr>
<tr>
<td>$K_{pres}$</td>
<td>3</td>
</tr>
<tr>
<td>$K_{max}$</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Fig. 12 shows the active powers and frequencies of the DGs.
In the island mode, the frequency can be restored and the active powers can be simultaneously dispatched as desired. In the grid-connected mode, the system frequency is provided by the main grid, the output active power of each of the DGs can follow up the preset value, while the grid provides the residual load demand. For the time delay of the island mode detection during 13 – 14s, the frequency is not restored but the system can still work properly. At 17s, when load 2 is disconnected, all of the DGs will decrease the output active power while the frequency is higher than the normal value for a short time, then it is restored to the normal value.

Fig. 13 shows the active powers and voltages of the DGs. In the island mode, when DG 4 is disconnected at 3 s, the voltages are decreased and restored for a while. In the grid-connected mode, the voltages are provided by the main grid and the output reactive power of each DG can follow up the preset value.

Fig. 14 shows the active power ratios for each of the DGs. The dashed line represents the preset ratios and the solid line represents the actual active power ratios. Only the moment when the MG is in the island mode needs to be seen, because in the grid-connected mode, each of the DGs is set to output 10kW of active power. In this figure, it can be seen that the DGs’ active power ratios can follow the preset values most of the time. During the time delay of the island mode detection of 13 – 14s the actual active power ratios cannot follow the preset value. The difference between the actual ratios and actual ratios at other times is caused by the time delay of the global information discovery.

Fig. 15 and Fig. 16 show the output voltage and current of DG 1 when the microgrid shits to grid-connected mode from island mode.
The adaptive droop control method can smoothly restore the microgrid power sharing and frequency regulation experienced in the traditional droop control. By using a global information discovery algorithm based on the MAS, each agent only communicates with its direct neighbors, and the global information that is needed for each of the DGs in the MG can be acquired. The small-signal mode of the DGs in the MG is also set up. The proper current and voltage controller parameters for the inverter-interfaced DG can be found by using the small-signal mode. The simulation results demonstrate that the proposed method is effective.
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