ADVANCED DOMAIN DECOMPOSITION METHOD BY LOCAL AND MIXED LAGRANGE MULTIPLIERS
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ABSTRACT. This paper presents development of an improved domain decomposition method for large scale structural problem that aims to provide high computational efficiency. In the previous researches, we developed the domain decomposition algorithm based on augmented Lagrangian formulation and proved numerical efficiency under both serial and parallel computing environment. In this paper, new computational analysis by the proposed domain decomposition method is performed. For this purpose, reduction in computational time achieved by the proposed algorithm is compared with that obtained by the dual-primal FETI method under serial computing condition. It is found that the proposed methods significantly accelerate the computational speed for a linear structural problem.

1. INTRODUCTION

Domain decomposition approach based on finite element analysis is an efficient algorithm which can be applied to large scale structural analysis. One of the most successful approaches for large scale structural analysis with finite element method was the finite element tearing and interconnecting (FETI) method [1-2]. The method was applied to the second- (original FETI) and the fourth- (two-level FETI) order partial differential equations [3-4]. After that, the dual-primal FETI method was proposed in addition to the original FETI [5-6]. It is a dual sub-structuring method, which introduces Lagrange multipliers to enforce the continuity constraint by following Lagrangian method. And then it solves the
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resulting dual problem by the process of seeking a saddle-point of the relevant Lagrangian functional. Classification of the corner interface values for these FETI algorithms is shown in Fig. 1.

More recently, the authors developed a FETI-type domain decomposition method based on augmented Lagrangian formulation (ALF) [7-10]. In [9-10], proposed computational algorithm was compared with other approaches regarding convergence characteristics, computational time and memory under serial and parallel computing environment. In that research, it was shown that use of the proposed domain decomposition algorithm improved conditioning of the flexibility matrix in interface system.

In this paper, the proposed domain decomposition algorithm will be introduced first. And its optimal computational efficiency range will be studied within a serial computing environment.

![Interface System Used by a Few Different FETI Approaches](image)

**Figure 1. Interface System Used by a Few Different FETI Approaches.**

2. GOVERNING EQUATIONS

In the FETI algorithm, the solution procedure for the interface problem influences the efficiency of the entire computational process. An efficient iterative solution of the interface problem requires a good pre-conditioner. The original FETI method used Dirichlet pre-conditioner. A preconditioned conjugate projected gradient (PCPG) algorithm was used for the solution of the coupled system between the local rigid mode components and Lagrange multipliers. All of the original FETI, two-level FETI, and FETI-DP method used Dirichlet pre-conditioner. In contrast, the proposed FETI method solves the sub-domain problem using an augmented Lagrangian formulation, i.e., by adding penalty factors to the constraint problem.

In this section, we introduce basic equations of the proposed method which are used
throughout this paper. The detailed proposed domain decomposition algorithm was shown by the authors [7-10]. The total potential energy of the system can be expressed as

$$\Pi = A + \Phi + V^c,$$  \hspace{1cm} (2.1)

Eq. (2.1) was the total potential energy obtained by combining the strain energy, $A$, the potential of the externally applied loads, $\Phi$, and the potential of the constraints, $V^c$. The strain energy can be further evaluated by summing up the strain energies, $A_i$, of each sub-domain.

$$A = \sum_{i=1}^{N_s} A_i = \frac{1}{2} \sum_{i=1}^{N_s} u_i^T K_i u_i = \frac{1}{2} u^T \text{diag}(K_u) u,$$ \hspace{1cm} (2.2)

The total work done by the externally applied loads was

$$\Phi = \sum_{i=1}^{N_s} \Phi_i = - \sum_{i=1}^{N_s} u_i^T Q_i = - u^T Q,$$ \hspace{1cm} (2.3)

From the augmented Lagrangian formulation, potential of the constraints was written as

$$V^c = \lambda_G^T \text{diag}(p_G) C_G + \frac{1}{2} \lambda_G^T \text{diag}(\tilde{p}_G) C_G + \sum_{i=1}^{N_s} [p_Li \lambda_{Li}^T C_{Li} + \frac{1}{2} \tilde{p}_Li C_{Li}^T C_{Li}],$$ \hspace{1cm} (2.4)

where $\lambda_G$ and $\lambda_{Li}^T = (\lambda_{Li}, \Lambda_{Li}, \cdots, \lambda_{Li,Ns})$ were the global and local Lagrange multipliers used to enforce the global and local constraints, respectively. $\text{diag}(p_G)$ was a block diagonal matrix of the scaling factors for the global Lagrange multipliers, $p_G$ the scaling factor for sub-domain, $p_{Li}$ that for the local Lagrange multipliers, and $\tilde{p}_G$ and $\tilde{p}_{Li}$ the penalty coefficients for the global and local constraints, respectively. The global Lagrange multipliers were the classical Lagrange multipliers that enforce the linear constraints at the nodes that belong to the adjacent sub-domains. The local Lagrange multipliers enforced the linear constraints at the boundary nodes that belong to the sub-domains connected by coarse mesh nodes. The coarse mesh nodes were a by-product of the local Lagrange multiplier technique that was proposed by Park et al. [11].

The resulting equations of motion were obtained by minimizing the total potential energy of the system as follows.

$$\begin{bmatrix} K^* & -C^T \text{diag} (p_{La} S_u) C \text{diag} (p_{Ga}) & \text{diag} (p_{La} S_u) \text{diag} (p_{Ga}) \\ -C^T \text{diag} (p_{La} S_u) C^T \text{diag} (p_{La}) C & 0 & -C^T \text{diag} (p_{La}) \end{bmatrix} \begin{bmatrix} U \\ \dot{C} \end{bmatrix} = \begin{bmatrix} 0 \\ \dot{\Lambda}_G \\ \dot{\Lambda}_L \\ \dot{\Lambda}_L \end{bmatrix},$$ \hspace{1cm} (2.5)

where $K^* = \text{diag}(K_u) + R^T \text{diag}(p_{Ga}) R + \text{diag}(S_u^T \tilde{p}_G S_u)$. The solution in the original FETI and dual-primal FETI analysis used preconditioned
conjugate projected gradient (PCPG) algorithm with Dirichlet preconditioner. The proposed FETI-local analysis used localized Lagrange multiplier with ALF. To assess the proposed FETI-local method, all constraints were assumed to be local. The equations of motion can be easily obtained by eliminating \( \lambda_{\alpha} \) and matrix \( R \) defining the global constraints.

\[
\begin{bmatrix}
\text{diag}(\bar{K}_a) & -\text{diag}(\tilde{S}_a^T)C & \text{diag}(\tilde{S}_a^T) \\
-C^T\text{diag}(\tilde{S}_a)C^T & \text{diag}(p_a)C - C^T\text{diag}(p_a) \\
\text{diag}(\tilde{S}_a) & -\text{diag}(p_a)C & 0
\end{bmatrix}
\begin{bmatrix}
u \\
\ell \\
\lambda_a
\end{bmatrix}
= \begin{bmatrix}
Q \\
0 \\
0
\end{bmatrix}
\tag{2.6}
\]

where \( \bar{K}_i = K_i + p_i \tilde{S}_i^T \tilde{S}_i \) and \( \tilde{S}_i = p_i \tilde{S}_i \).

And the proposed FETI-mixed analysis used the mixed global and local Lagrange’s multipliers, which is described in Eq. (2.5).

3. NUMERICAL RESULTS AND DISCUSSION

In this section, the algorithm presented in Section 2 is used and the resulting computational time and memory usage are examined. The structure under plane stress condition is divided into four sub-domains with different numbers of degrees of freedom [12]. The problem is divided into four sub-domains. Elastic modulus is 73GPa and Poisson’s ratio is 0.3. Computations are conducted on a 64-bit Windows-operating single-processor machine. Tables 1 through 4 list the maximum displacement and computational time required by the previous and proposed FETI methods. For a fixed number of sub-domains, \( N_s = 4 \), increasing the problem size, the dual-primal FETI method and proposed FETI-local method show the fastest computational time.

<table>
<thead>
<tr>
<th>TABLE 1. DISPLACEMENT RESULTS AND COMPUTATIONAL TIME BY CASE 1.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1</strong></td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Analysis</td>
</tr>
<tr>
<td>Original FETI</td>
</tr>
<tr>
<td>FETI-DP</td>
</tr>
<tr>
<td>Proposed FETI-local</td>
</tr>
</tbody>
</table>
TABLE 2. DISPLACEMENT RESULTS AND COMPUTATIONAL TIME BY CASE 2.

<table>
<thead>
<tr>
<th>Case 2</th>
<th>Nodes</th>
<th>DOF’s</th>
<th>E(MPa)</th>
<th>Poisson’s ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>441</td>
<td>882</td>
<td>1,000</td>
<td>0.3</td>
</tr>
<tr>
<td>Analysis</td>
<td>Max disp. (m)</td>
<td>Max disp. (m)</td>
<td>Computational time</td>
<td>Subdomains</td>
</tr>
<tr>
<td>Original FETI</td>
<td>0.024</td>
<td>-0.005</td>
<td>12.64</td>
<td>4</td>
</tr>
<tr>
<td>FETI-DP</td>
<td>0.024</td>
<td>-0.005</td>
<td>1.55</td>
<td>4</td>
</tr>
<tr>
<td>Proposed FETI-local</td>
<td>0.024</td>
<td>-0.005</td>
<td>0.77</td>
<td>4</td>
</tr>
</tbody>
</table>

TABLE 3. DISPLACEMENT RESULTS AND COMPUTATIONAL TIME BY CASE 3.

<table>
<thead>
<tr>
<th>Case 3</th>
<th>Nodes</th>
<th>DOF’s</th>
<th>E(MPa)</th>
<th>Poisson’s ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3,721</td>
<td>7,442</td>
<td>1,000</td>
<td>0.3</td>
</tr>
<tr>
<td>Analysis</td>
<td>Max disp. (m)</td>
<td>Max disp. (m)</td>
<td>Computational time</td>
<td>Subdomains</td>
</tr>
<tr>
<td>Original FETI</td>
<td>0.065</td>
<td>-0.012</td>
<td>3486.06</td>
<td>4</td>
</tr>
<tr>
<td>FETI-DP</td>
<td>0.065</td>
<td>-0.012</td>
<td>41.14</td>
<td>4</td>
</tr>
<tr>
<td>Proposed FETI-local</td>
<td>0.065</td>
<td>-0.012</td>
<td>24.24</td>
<td>4</td>
</tr>
</tbody>
</table>

TABLE 4. DISPLACEMENT RESULTS AND COMPUTATIONAL TIME BY CASE 4.

<table>
<thead>
<tr>
<th>Case 4</th>
<th>Nodes</th>
<th>DOF’s</th>
<th>E(MPa)</th>
<th>Poisson’s ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6,561</td>
<td>13,122</td>
<td>1,000</td>
<td>0.3</td>
</tr>
<tr>
<td>Analysis</td>
<td>Max disp. (m)</td>
<td>Max disp. (m)</td>
<td>Computational time</td>
<td>Subdomains</td>
</tr>
<tr>
<td>FETI-DP</td>
<td>0.085</td>
<td>-0.015</td>
<td>168.82</td>
<td>4</td>
</tr>
<tr>
<td>Proposed FETI-local</td>
<td>0.085</td>
<td>-0.015</td>
<td>88.61</td>
<td>4</td>
</tr>
</tbody>
</table>

Next, the dual-primal FETI, proposed FETI-local, and proposed FETI-mixed algorithms are compared. Computations are conducted on a 64-bit Windows-operating single-processor machine. Numerical analysis results are shown in Table 5. From these numerical analyses it is found that the computation time by the proposed FETI methods are shorter than that for the dual-primal FETI. However, the total memory usage of the proposed FETI-mixed method turns out to be much larger than those for the other FETI algorithms because the proposed FETI-mixed algorithm needs to solve the global interface system.

TABLE 5. COMPUTATIONAL TIME AND MEMORY USAGE.

<table>
<thead>
<tr>
<th>DOF</th>
<th>FETI-DP</th>
<th>Proposed FETI-local</th>
<th>Proposed FETI-mixed</th>
<th>FETI-DP</th>
<th>Proposed FETI-local</th>
<th>Proposed FETI-mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation time(s)</td>
<td>Memory usage(MB)</td>
<td>Computation time(s)</td>
<td>Memory usage(MB)</td>
<td>Computation time(s)</td>
<td>Memory usage(MB)</td>
<td>Computation time(s)</td>
</tr>
</tbody>
</table>
Next numerical analysis focuses on the proposed FETI-local method, which has exhibited the shortest computational time and smallest memory usage. The proposed FETI-local and dual-primal FETI method are compared for large degree of freedom problems. It is found that when the number of the sub-domains is fixed, the proposed FETI-local algorithm is advantageous in terms of computation. The reduction in computational time is estimated by the following formula

\[
\text{Reduction in Computational time} = \frac{(\text{Computational time by FETI DP}) - (\text{Computational time by the proposed FETI local})}{\text{Computational time by FETI DP}} \times 100\%
\]

The computational time by the proposed FETI-local algorithm is reduced by 32-54%, when compared to that for dual-primal FETI. Figure 2 clearly illustrates the advantage of the proposed method in this example. This suggests that the computational time by the localized Lagrange multiplier with ALF has a good computational efficiency.
In the last numerical analysis, the number of the sub-domains is varied between 4 and 121 and then the total number of degrees of freedom will be between 7,442 and 51,842. The computational time required for the two FETI methods (The proposed FETI-local and dual-primal FETI) are summarized in Fig. 3. It is found that when the number of the sub-domains is increased up to a particular level, the computation time and memory usage will be decreased. However, when the number of the sub-domains is increased further, the computational time and memory usage will increase again. The most efficient number of the sub-domains for the proposed FETI-local is similar to that of the FETI-DP. This suggests that the proposed FETI-local method is versatile in terms of the number of elements while achieving the same level of computational efficiency.

(a) Computation results (DOF: 7,442).
4. CONCLUSION

A brand new finite element domain decomposition algorithm for large scale structural analysis was proposed based on local and global Lagrange multiplier with ALF in this paper. In addition to the authors’ previous developments, numerical analyses using the proposed
domain decomposition method are performed. The numerical predictions obtained by the proposed algorithms are presented for a two-dimensional plane stress problem under serial computing environment. In these examples, the proposed algorithms and FETI-DP perform in a similar fashion and exhibit a better computational efficiency than the original FETI does. Even under serial computing condition, computational time for a linear structural problem is accelerated. For the fixed number of the sub-domains, the computational time by the proposed FETI method is 32-54% smaller than that for FETI-DP. Further results show that the proposed FETI method has a wide range of optimal number of sub-domains. While computational improvement is achieved by the proposed FETI method, further validation will still be required. For that purpose, the proposed procedures will be applied to the higher-order, three-dimensional structures, such as the shell problems.
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