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Abstract

There are many free applications that need users to sign up before they can use the applications nowadays. It is difficult to choose a suitable password for your account. If the password is too complicated, then it is hard to remember it. However, it is easy to be intruded by other users if we use a very simple password. Therefore, biometric-based approach is one of the solutions to solve the issue. The biometric-based approach includes keystroke dynamics on keyboard, mice, or mobile devices, gait analysis and many more. The approach can integrate with any appropriate machine learning algorithm to learn a user typing behavior for authentication system. Preprocessing phase is one the important role to increase the performance of the algorithm. In this paper, we have proposed ensemble-by-session (EBS) method which to operate the preprocessing phase before the training phase. EBS distributes the dataset into multiple sub-datasets based on the session. In other words, we split the dataset into session instead of assemble them all into one dataset. If a session is considered as one day, then the sub-dataset has all the information on the particular day. Each sub-dataset will have different information for different day. The sub-datasets are then trained by a machine learning algorithm. From the experimental result, we have shown the improvement of the performance for each base algorithm after the preprocessing phase.
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1. Introduction

Most of the free applications on the web require a user to register an account in order to use their service. It is a difficult decision for a user to choose an easy to remember for the user but difficult for an imposter to hack the password. If we choose a simple password, the imposter can intrude the account easily. If we choose a complex password, it is difficult to be remembered. If we write down the password on a paper, the paper may be disappeared on one day or we might forget where the password we have written or placed.
Therefore, to solve this problem, we can integrate the login system with a behavior-based approach. The behavior-based approach includes keystroke dynamics on the mouse, keyboard or mobile device, gait analysis, etc. The behavior-based approach provides inexpensive cost, implement with no extra hardware and it is easy to be implemented. In the study, we focus on the keystroke dynamics on the keyboard. Due to these advantages, there has been a considerable amount of researchers performing behaviour-based research because they believe that keystroke dynamics can increase the level of the security system and it can be a common safety feature in the future [1 – 10].

Keystroke dynamics is the automated method of identifying the personality of an individual based on the rhythm of typing on a keyboard [11]. The two common keystroke dynamics that researchers used in their papers are dwell time and flight time. The dwell time is the time interval between a key being pressed and released. The flight time, on the other hand, is the time interval between a key being released and a next key being pressed. We show the possible keystroke dynamics as following:

- Hold (H): time interval (or a dwell time) of pressing a key
- Up-Down (UD): time interval (or a flight time) between key-up of the first key and key-down of the second key.
- Down-Down (DD): time interval between key-down of the first key and key-down of the second key.
- Up-Up (UU): time interval between key-up of the first key and key-up of the second key.
- Down-Up (DU): time interval between key-down of the first key and key-up of the second key.

A machine can learn a user’s typing behavior [8], emotion [12], gender [13], dominant hand [4], etc. with the keystroke data and a machine learning algorithm. Since the fact that every user has a different style of typing pattern, it is difficult for an imposter to intrude the user account.

We explain our proposed method in next section (Section 2). Section 3 describes the experimental method. We show the experimental result in Section 4. We present the related work in Section 5. Last but not least, we conclude the paper in Section 6.

2. Ensemble-By-Session Method

Ensemble methods are machine learning algorithms that produce multiple classifiers to classify new data by selecting the majority vote of their predictions [14]. In the paper, we have proposed ensemble-by-session method (EBS). The EBS is a preprocessing method before the training phase and testing phase. It will generate multiple sub-datasets from the original dataset. Later, we train each sub-dataset with a machine learning algorithm and achieve a model. We explain the detail of the distribution of sub-datasets in the following sub-sections.

2.1 Distribution of sub-dataset

During the preprocessing phase, the EBS method has divided the dataset into multiple sub-datasets based on the session given as illustrated in Fig. 1.

In the Fig. 1, the dataset has three attributes (i.e. x, y, and z) and 12 instances per attribute. From this
dataset, every three instances of each attribute are inserted as one session during the enrolment phase. The session refers to one day. The dataset has collected the user data for four sessions. In common case, we will combine them as a single dataset and operate the classification. However, in this paper, we use the dataset based on the session. In other words, we do not assemble them into one dataset, but we use the dataset session by session.

2.2 Training phase and testing phase

Theoretically, we have two important phases in the experiment, which are the training phase and the testing phase. In the training phase, we have created a model for each sub-dataset. During the testing phase, we have tested a testing data with the models that we have generated from the training phase. Each model will produce a score for the testing data. In the end, we total up all of the scores as a final score which is then used to generate a receiver operating characteristic (ROC) curve. We can calculate an equal error rate (EER) from the ROC curve.

3. Dataset

3.1 CMU benchmark dataset

We have only used CMU benchmark dataset [5] in our experiment. The reason is CMU dataset has
collected user keystrokes for eight sessions. Each session has 50 instances. There are 51 subjects have participated during the enrollment phase. Therefore, it consists of total 20,400 instances in the dataset. The password used in the dataset is “.tie5Roan[enter]” (“[enter]” is an ENTER key on the keyboard). There are 31 different attributes (keystrokes) in this dataset. The attributes are 11H, 10UD, and 10DD. To construct the experiment, we have selected one of the subjects to be a genuine user. The remaining subjects are the imposters. During the training phase, we use the first 200 instances (from first four sessions) of the selected subject as the training data. As we have mentioned in Section II, we have split the dataset into four sub-dataset which each sub-dataset consists of 50 instances. During the testing phase, we use the last 200 instances of the selected subject as the testing data for the genuine user. Meanwhile, we use first five instances from the remaining subjects (except the selected subject) as the testing data for the imposter. The reason we have extracted first five instances from the imposters is because of the assumption that the imposter is unfamiliar with the password in the experiment [5]. We have tested 51 subjects to obtain average equal error rate.

3.2 Performance criteria using ROC curves

For the performance evaluation, we have selected Receiver Operating Characteristic (ROC) curve to perform the comparison of each algorithm between with EBS method and without EBS method. We have provided some examples of ROC curve in Fig. 2. In the graph, the x-axis denotes as the false positive rate (FPR) which is the ratio of genuine users has misclassified as imposters to the total number of genuine users. Y-axis, on the other hand, labels as the true positive rate (TPR). TPR is the ratio of a number of the genuine user has classified correctly to the total number of genuine users. If a line is closer to the (0.0, 1.0) coordinate, we can determine the line has high performance. In Fig. 2, we have observed the dashed lines on three graphs are closer to the (0.0, 1.0) coordinate than the solid lines. The dashed line is the performance of median vector proximity [1] algorithm with EBS method in CMU dataset. The solid line, however, is the performance of median vector proximity algorithm without EBS method in CMU dataset. From the ROC curve, we measure equal error rate (EER). The EER is an FPR value of the point on the intersection of a diagonal line (from the top left corner of the graph to the bottom right corner of the graph) and the ROC curve. Besides that, we can evaluate a method outperforms another method if its area under the curve (AUC) is larger than those of another method.

4. Experimental Result

As aforementioned, we have used CMU benchmark dataset only which is an appropriate dataset for our experiment. We have tested the dataset with five distance-based algorithms which include Euclidean distance, Manhattan distance, Mahalanobis distance, Manhattan (scaled) distance[5], and median vector proximity [1].

In Table 1, we have shown the average of equal error rate and its standard deviation for five algorithms. We have performed two different experiments. In the first experiment, we have created a model by using the whole dataset. However, in the second experiment, we have used EBS method, which distributes the dataset into multiple sub-datasets. The results of the first and second experiment have shown in Table 1 labelled with “Without EBS” and “With EBS” respectively.
Table 1. The average of equal error rate with their standard deviation for five algorithms on the CMU dataset. The significant improvement on the performance of the algorithm is in bold.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>EER Without EBS</th>
<th>EER With EBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean</td>
<td>0.171 (0.095)</td>
<td>0.171 (0.096)</td>
</tr>
<tr>
<td>Manhattan</td>
<td>0.153 (0.092)</td>
<td><strong>0.144 (0.081)</strong></td>
</tr>
<tr>
<td>Mahalanobis</td>
<td>0.110 (0.065)</td>
<td>0.112 (0.058)</td>
</tr>
<tr>
<td>Median Vector Proximity</td>
<td>0.080 (0.062)</td>
<td><strong>0.070 (0.069)</strong></td>
</tr>
<tr>
<td>Manhattan (scaled)</td>
<td>0.096 (0.069)</td>
<td><strong>0.090 (0.059)</strong></td>
</tr>
</tbody>
</table>

From Table 1, we have observed three algorithms have significant improvement in their performance. The algorithms are manhattan distance, manhattan (scaled) distance, and median vector proximity. Manhattan distance has improved 0.9% with EBS method, manhattan (scaled) distance has decreased 0.4% of the EER and median vector proximity has reduced 1% of the EER. Euclidean distance has shown the same result in both experiments. Although Mahalanobis has slightly increased in the average of EER, but the standard deviation of EER has reduced 0.7% at the same time.

Figure 2. ROC curves for median vector proximity algorithm with and without EBS in CMU dataset
5. Related work

Al-Jarrah [1] has proposed median vector proximity in his paper. In his paper, instead of using mean, he has used median which produces very effective performance in his result. We have reproduced his work and performed the work with our proposed method, Ensemble-By-Session method. Surprisingly, the median vector proximity algorithm has improved in its performance by 1% with our EBS method.

Montalvão’s et al. [6] have published two attractive analyses in their paper. They have described all subjects have a similar rhythmic profile (but with different time length in term of complete a full password) when the same password is given. Furthermore, they have discovered that different keyboard device does not affect much to the corresponding profile. The second analysis in their paper inspects the length of the password can affect the error rate. The longer the password length, the lesser the error rate. These analyses have provided very helpful information for every researcher who has researched about the keystroke dynamics.

Killourhy and Maxion [5] have presented interesting results with several machine learning algorithms in their dataset, CMU dataset. We have found that the CMU dataset is an appropriate dataset for our method because it consists of the session information which allows us to distribute the dataset into multiple sub-dataset based on the session value. Besides that, each user for each session has enough instances to train a model.

6. Conclusion

In this paper, we have proposed ensemble-by-session (EBS) method. EBS has split the dataset into multiple sub-datasets. From the result, some algorithms have shown significant improvement of the performance of the EBS method. We believe that the distribution of the dataset based on the session can improve the performance of the algorithm.

For the future work, we would like to work on the small dataset which is similar in our real life case. We will insert our password 1-3 times for a particular account per day. Hence, we would like to test with the small dataset that could bring high accuracy and performance in the result.
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