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Abstract
In this paper, we present an algorithm for the detection of illegally parked vehicles based on a combination of some image processing algorithms. A digital camera is fixed in the illegal parking region to capture the video frames. An adaptive Gaussian mixture model (GMM) is used for background subtraction in a complex environment to identify the regions of moving objects in our test video. Stationary objects are detected by using the pixel-level features in time sequences. A stationary vehicle is detected by using the local features of the object, and thus, information about illegally parked vehicles is successfully obtained. An automatic alarm system can be utilized according to the different regulations of different illegal parking regions. The results of this study obtained using a test video sequence of a real-time traffic scene show that the proposed method is effective.

Index Terms: Background subtraction, Illegally parked vehicle, Local features, Seed fill algorithm, Traffic surveillance

I. INTRODUCTION
Currently, vision-based traffic surveillance is widely used across the world to recognize illegal parking and obtain information about illegally parked vehicles, which causes a significant drain in the manpower, materials, and financial resources related to traffic control. With the development of computer vision technology, vision-based surveillance systems based on an image processing technique are increasingly and extensively used in the field of transportation. However, in recent years, research in this field has been concentrated only in the areas of transportation flow, speed detection, pedestrian surveillance, and moving object recognition.

Thus far, a few studies on illegal parking have been reported, such as [1-4]. However, only the related technology framework has been constructed and there is still a lack of a systemic, concrete analysis and an understanding of the image processing algorithm for illegal parking detection and recognition. Further, the validity and practicality of the corresponding algorithm is yet to be proven. Therefore, in this paper, we propose an illegal parking surveillance algorithm based on image processing technology: a digital camera was set in the illegal parking region to acquire the video frames. An adaptive Gaussian mixture model (GMM) is used for the background subtraction in the complex environment to identify the regions of moving objects in our test video. Stationary objects are detected by using the pixel-level features in time sequences. Stationary vehicles are recognized by using the local features of an object, and thus, information about illegally parked vehicles is successfully obtained. The result of this research work is
that the illegal parking time of a vehicle is obtained. Further, an automatic alarm system is used according to the different regulations of different illegal parking regions.

The rest of this paper is organized as follows: the proposed system is described in Section II. The experimental results that show the efficiency of the proposed method are presented in Section III. Finally, the conclusion is summarized in Section IV.

II. PROPOSED SYSTEM

A flowchart of the proposed algorithm to detect and recognize illegal parking is shown in Fig. 1.

Effective detection of moving objects is the basis of the detection of illegal parking. Currently, frame difference, optical flow field, and background subtraction are mainly used for such detection. The frame difference method leads to a transparent (easy to perceive or detect) phenomenon of moving objects, which results in a misclassification of moving objects. Further, it is difficult to satisfy the requirements of real-time detection by using the optical flow field method because of the complex calculations. Background subtraction is the most frequently used method at present. The principle of this method is to show the scene background with a model before detecting a moving object first; this model is called the background model. Then, the moving object is detected through a subtraction of the background and the observed image. The algorithm proposed in this paper has successfully implemented background subtraction in complex traffic scenes by using adaptive GMM, which robustly overcomes the effects of light and the shaking of branches and can satisfy the detection condition that there exist continuous moving objects in the detection areas.

A. Adaptive Gaussian Mixture Model

We consider \( N \) frames of a video sequence for a specific background pixel point \( f(x,y) \) to be a time sequence \( \{X_1, X_2, \ldots, X_I\} = \{ f(x,y) : 1 \leq i \leq t \} \) (this sequence cannot be occupied by a foreground object). Then, the time sequence can be represented as a stack of \( K \) Gaussian distributions, that is, a mixture of the Gaussian distributions. Fig. 2 shows the probability distribution of the gray value of a certain pixel point in a time sequence.

The probability density function of the current pixel point \( X_t \) can be represented as follows:

\[
\Pr(X_t) = \sum_{j=1}^{K} \omega_{j,t} \ast \eta(X_t, \mu_{j,t}, \sum_{j,t}),
\]

where \( K \) denotes the number of distributions and the value of \( K \) ranges from 3 to 5, \( \omega_{j,t} \) represents the estimate of the \( j^{th} \) Gaussian weight in the mixture at time \( t \), \( \mu_{j,t} \) indicates the mean value, \( \sum_{j,t} \) represents the covariance matrix of the \( j^{th} \) Gaussian in the mixture at time \( t \), and \( \eta \) denotes the Gaussian probability density function, which can be represented as follows:

\[
\eta(X_t, \mu_{j,t}, \sum_{j,t}) = \frac{1}{(2\pi)^{N/2} |\sum_{j,t}|^{1/2}} \exp \left( -\frac{1}{2} (X_t - \mu_{j,t})^T \sum_{j,t}^{-1} (X_t - \mu_{j,t}) \right). \]

To simplify the calculation, set \( K = 3 \) and assume that the color channels of RGB are mutually independent. Further, the covariance matrix is set as \( \sum_{j,t} = \sigma_{j,t}^2 I \). Here, the parameters \( \mu_{j,t} \) and \( \sigma_{j,t} \) in the Gaussian model are obtained according to the maximum estimation algorithm [5].
B. Background Model Estimation

In general, the background is the main part of GMM and the variance of background model is small. At the same time, the parameter of GMM changes along with the pixel of the current frame. To obtain the effective components of the background in GMM, the values of \( \omega_j/\sigma_j \) are ranked in a descending order by using the method proposed in [6]. The Gaussian distribution, which is most likely to describe a stable background process, will be located at the top of the sequence and the distribution caused by a temporary turbulence will be located at the bottom of the sequence. Thus, select the first \( B \) Gaussian distributions from the above sequence as the background pixel model:

\[
B = \arg \min_{\omega_j} \left( \sum_{j=1}^{B} \omega_j \right),
\]

(3)

where \( T \) denotes the threshold parameter to determine the background model and is equal to 0.5. The first \( B \) Gaussian distributions after the ranking are the backgrounds.

C. Model Update

Because of the changes in the external factors such as light and weather (rain or snow), the background changes as well. To recognize a long video surveillance, adaptive updating is needed to maintain the background. According to the method proposed in [6], we need to check whether the pixel point of each current image matches with \( K \) known Gaussian distributions in order to determine whether the model parameter should be updated or not. If the distance between the pixel value and the average value of a certain distribution is smaller than 2.5 times the standard deviation, \( |X_t - \mu_j| < 2.5\sigma_j \). Therefore, we can consider that the pixel point matches the distribution successfully and the parameter is updated according to certain rules; the other unmatched distributions retain the original parameter as is.

The parameters update can be expressed as follows:

\[
UB_{jt} = \begin{cases} 
\mu_j = (1 - \rho)\mu_{j, t-1} + \rho X_t \\
\sigma^2_{jt} = (1 - \rho)\sigma^2_{j, t-1} + \rho(X_t - \mu_j)^2(X_t - \mu_j)
\end{cases}
\]

(4)

where \( \alpha \) denotes the learning rate. The prior weights of the \( K \) distributions at time \( t \), \( \omega_j \), are adjusted as follows:

\[
\omega_j = (1 - \alpha)\omega_{j, t-1} + \alpha(M_{jt})
\]

(5)

where \( M_{jt} = \begin{cases} 
1 & \text{if matched Gaussian} \\
0 & \text{otherwise}
\end{cases} \)

If there is no matched Gaussian component in the mixture model, the bottom distribution obtained after the ranking of the values of \( \omega_j/\sigma_j \) in the descending order will be replaced by a new Gaussian distribution. Therefore, the updating process of the background in GMM can be represented as follows:

\[
SB_{jt} = \begin{cases} 
UB_{jt} & \text{if } f(x, y, t) \in \text{GMM} \\
G(\mu_j, \sigma_j, \omega_j) & \text{if } f(x, y, t) \notin \text{GMM}
\end{cases}
\]

(6)

In general, the traditional background updating process only considers the updating background model at the pixel level; that is, we assume that the time sequence of each pixel is independent to that of the others, thereby ignoring the special characteristics of the neighboring pixels. Therefore, this updating process is unable to overcome the problem of moving vehicles becoming a part of the background because of a long parking time; thus, this process cannot be used for the detection of illegal parking. To overcome the above problem, information such as movement tracking and object segmentation must be considered. This information can be obtained through the foreground, which can be represented as follows:

\[
F(x, y, t) = f(x, y, t) - B(x, y, t - 1).
\]

(7)

A regional template of an object can be obtained according to the structure information of a moving object segmented by an object region. This template reflects whether the current object is in the detection region or not and then, determines whether to update the background or not; the template can be represented as follows:

\[
Mask(x, y, t) = \begin{cases} 
1 & \text{if } f(x, y, t) \in \text{Object} \\
0 & \text{if } f(x, y, t) \notin \text{Object}
\end{cases}
\]

(8)

If the current pixel is detected as an object, the background does not update; otherwise, the background automatically updates according to the background of the pixel level, which can be represented as

\[
B_{jt} = \begin{cases} 
B_{jt-1} & \text{if } \text{Mask}(x, y, t) = 1 \\
SB_{jt} & \text{if } \text{Mask}(x, y, t) = 0
\end{cases}
\]

(9)

The background can be obtained efficiently through the above-mentioned background model, after which the detection of a foreground object can be achieved by using background subtraction.
D. Illegal Parking Detection

The detection of illegal parking consists of two parts: first, the time sequences of pixel-level features are used for analyzing and detecting still objects, and then, the stopped vehicles are detected by using the local features of the object.

1) Detection of Stationary Object

Normally, the background value of each pixel is relatively stable over a long period of time and the pixel value of the point changes when the foreground object gets through, in which case the degree of change is bigger than the background value itself (affected by the environment). Therefore, if we detect that the gray value of a pixel point on a time sequence changes considerably in the illegal parking region, we can confirm that there is a foreground object. However, the change in the pixel value detected on the time sequences may be caused by a moving object that is just passing through the illegal parking region (the moving status does not change) and the object that has entered the illegal parking region and stopped. Therefore, to efficiently recognize illegal parking, the situation in which a pixel value changes considerably just because there is a moving foreground object passing through should be ruled out. This suggests that there is a moving object that passed through the detected region but did not stop when the pixel value of the background changed suddenly and returned to the initial background status value again within a short period of time. Further, the pixel point of the background is occupied by the foreground point that entered the illegal parking region and stopped; there might be illegal parking when the pixel value changes suddenly and the degree of change of the pixel values remains stable in the subsequent period of time. In addition, because of the effect caused by the surroundings and the change in the light conditions, the pixel value of the background might be turbulent on relatively long time sequences and may be unable to indicate the change of pixel value of background within a short period of time. This has already been discussed in the above background updating part, and here, we ignore this situation. Fig. 3 shows the change in the gray value of a certain pixel point under the following two situations: the moving object passes through the detected region and the moving object enters the detected region and stops.

2) Detection of Stationary Vehicles

Because of the mixed traffic environment, the still object detected in the illegal parking region might be a bicycle, a person, or some other non-motor vehicle. Therefore, it is necessary to recognize motor vehicles that are parked illegally. In this study, we perform regional segmentation of an object by using the seed filling algorithm [7], which is based on eight neighborhoods and extracts the still square of the illegal parking region. Then, the spatial property is characterized by using the duty ratio between the square of the object detected and the area of the illegal parking region. The duty ratio of the object in the region is defined as follows:

\[
S = \frac{a}{A},
\]

where \(a\) denotes the area of the object detected and \(A\) represents the area of the illegal parking region. Considering the duty ratio as the identification parameter, the still interference of non-motor vehicles and persons in an illegal parking region is filtered, after which the illegal parking vehicles are detected efficiently.

3) Algorithm

The steps of the proposed algorithm for detecting illegally parked vehicles are described below:
**Step 1:** Calculate the foreground pixel value of the current pixel point in the illegal parking detection region,

\[
F(x, y, t) = f(x, y, t) - B(x, y, t - 1). \tag{11}
\]

If \(F(x, y, t) > \theta\) (\(\theta\) denotes the degree of change allowed; here, \(\theta = 10\)), we can confirm that the pixel value changes significantly and the foreground object has entered the region.

**Step 2:** After the abovementioned significant change, calculate the degree of change of the detected pixel value in the adjacent frame in the time sequence,

\[
I(x, y, t+1) = f(x, y, t+1) - f(x, y, t). \tag{12}
\]

On the basis of the movement characteristics and the color characteristics of the object, it is impossible for the pixel value to change uniformly in a short period of time. Therefore, if \(I(x, y, t+j) \leq \omega\) (\(\omega\) denotes stability; here, \(\omega = 5\)), record the time \(t + j\), and if there are continuous \(n\) frames that satisfy \(I(x, y, t+j+m) \leq \omega, m = 0, 1, \ldots, n-1\), we can confirm that the pixel point is stable.

**Step 3:** When the pixel point becomes stable, calculate the difference value between the current pixel point and the initial background point,

\[
P(x, y, t+j+30) = f(x, y, t+j+30) - B(x, y, t-1). \tag{13}
\]

If \(P(x, y, t+j+30) \geq \theta\), the current pixel point is occupied by a still foreground object, or it is still the initial background.

**Step 4:** Justify the type of object according to the duty ratio of the foreground object \(S\). If \(S \geq \delta\) (\(\delta\) denotes the duty ratio classification threshold; here, \(\delta = 0.35\)), we can confirm that the foreground object is a vehicle.

**Step 5:** To confirm that there is illegal parking and set off an automatic alarm, calculate the parking time of the vehicle as soon as it goes into a stable state according to the requirements of different parking prohibited regions.

### III. EXPERIMENTAL RESULTS

The algorithm proposed in this paper is proven by using practical traffic scenes. The video sequences are recorded by using a digital camera with a resolution of 1024 × 576 pixels. The algorithm is developed on the MATLAB (R2013a) platform, and the CPU of the machine is Intel Core 7-2600 @ 3.40 GHz; the machine has an 8-GB memory. According to the algorithm proposed in this paper, the playing rate of a video sequence can be up to 29 frames per second; this satisfies the requirement of real-time surveillance.
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**Fig. 4.** Processing results of Gaussian Mixture Model. (a) Background image. (b) Current frame. (c) Moving foreground objects.

![Fig. 5](image2.png)

**Fig. 5.** Results of the proposed illegally parked vehicle detection algorithm. (a) Background image. (b) Illegal parking region model. (c) Vehicle parking detection in 450\textsuperscript{th} frame. (d) Vehicle parking detection in an illegal parking region in 450\textsuperscript{th} frame. (e) Vehicle parking detection in an illegal parking region in 8120\textsuperscript{th} frame. (f) Vehicle parking detection in an illegal parking region in 9105\textsuperscript{th} frame.

Fig. 4 shows the processing results of background estimation and foreground extraction using the adaptive GMM for the background.

We assume that the dark green region in Fig. 5(b) is the illegal parking region, that is, the valid detection region of the algorithm, and the algorithm proposed in this paper is aimed at this region. When a still object is detected in the illegal parking region, the time sequence of the pixel level is
used for analyzing and judging whether there is an illegal parking phenomenon or not.

By using the local features of an object, we can identify whether it is a vehicle or not and execute object segmentation to mark the illegally parked vehicle by using a boundary abuttal rectangle. Fig. 5(d)–(f) represent the detection effect of the 450th frame, 8120th frame, and 9105th frame of the video sequence separately, and the 8120th frame and 9105th frame are two frames in the parking process. The problem that objects become a part of the background because of long time parking can be overcome efficiently by using the algorithm proposed in this paper. The 450th frame in the figure is the time when the vehicle just enters the stable status, which can recognize the detection of an illegal parking incident and automatically calculate the parking time of the vehicle. Because of the different regulations for illegal parking in different regions (it is completely prohibited to park somewhere and is illegal to park for a long period of time elsewhere), specific time parameters for illegal parking can be set according to the illegal parking rules of different illegal parking regions in order to set an automatic alarm efficiently.

The proposed algorithm has been tested on our own recorded datasets, which contain different backgrounds and foregrounds in three time sequences. Table 1 shows the performance comparison of the proposed method with some conventional methods. Some test results with different backgrounds and fore-grounds in three time sequences are shown in Fig. 6.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Sequence</th>
<th>Illegally parked cars</th>
<th>Other cars</th>
<th>Ground truth (start-end)</th>
<th>Obtain results (start-end)</th>
<th>Error (s)</th>
<th>Avg. error (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Evening</td>
<td>97.4</td>
<td>91.3</td>
<td>1:28–1:47</td>
<td>1:30–1:47</td>
<td>2</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>Night</td>
<td>96.8</td>
<td>88.5</td>
<td>3:25–3:40</td>
<td>3:25–3:38</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evening</td>
<td>99.8</td>
<td>97.7</td>
<td>1:28–1:47</td>
<td>1:33–1:52</td>
<td>10</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>Night</td>
<td>99.7</td>
<td>92.5</td>
<td>3:25–3:40</td>
<td>3:25–3:36</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evening</td>
<td>N/A</td>
<td>N/A</td>
<td>1:28–1:47</td>
<td>1:28–1:55</td>
<td>8</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>Night</td>
<td>N/A</td>
<td>N/A</td>
<td>3:25–3:40</td>
<td>3:27–3:46</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>Morning</td>
<td>100</td>
<td>100</td>
<td>2:48–3:15</td>
<td>2:48–3:17</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Evening</td>
<td>100</td>
<td>98.2</td>
<td>1:28–1:47</td>
<td>1:29–1:48</td>
<td>2</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>Night</td>
<td>100</td>
<td>95.5</td>
<td>2:48–3:15</td>
<td>2:49–3:17</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 6.** Some test results of the proposed illegally parked vehicle detection algorithm. (a) Highway; morning. (b) University road; evening. (c) Urban road; night.
IV. CONCLUSION

Because of the necessity of vehicle control, traffic surveillance systems are improved by the use of a computer vision system. Adaptive GMM background extraction and foreground extraction have been performed for a complex traffic scene. The pixel-level features in the time sequences and the local features of the objects are used for vehicle identification and the calculation of the illegal parking time of vehicles; they are also used for detecting and identifying an illegal parking incident and providing a technical means for the intelligent traffic management of urban traffic. The proposed algorithm is very highly efficient and can be executed in real time.
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