Performance Analysis of HEVC Parallelization Methods for High-Resolution Videos
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Abstract: Several parallelization methods that can be applied to High Efficiency Video Coding (HEVC) decoders are evaluated. The market requirements of high-resolution videos, such as Full HD and UHD, have been increasing. To satisfy the market requirements, several parallelization methods for HEVC decoders have been studied. Understanding these parallelization methods and objective comparisons of these methods are crucial to the real-time decoding of high-resolution videos. This paper introduces the parallelization methods that can be used in HEVC decoders and evaluates the parallelization methods comparatively. The experimental results show that the average speed-up factors of tile-level parallelism, wavefront parallel processing (WPP), frame-level parallelism, and 2D-wavefront parallelism are observed up to 4.59, 4.00, 2.20, and 3.16, respectively.
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1. Introduction

Video services have evolved rapidly with the demands of high-quality videos. Higher resolution and higher bitrates are required with the evolution of video services. In the current market, there are many video streaming services and the market requires high-resolution video, such as Full HD and 4K-UHD. To correspond to the requirements, the Joint Collaborative Team Video Coding (JCT-VC) of the ISO/IEC Moving Picture Experts Group (MPEG) and the ITU-T Video Coding Experts Group (VCEG) developed High Efficiency Video Coding (HEVC), which is the next generation video coding standard [1]. HEVC is based on quad-tree based coding tree units (CTUs) and coding units (CUs), which can be larger than macroblocks of the previous video coding standards. In addition, the prediction unit (PU) and transform unit (TU) that can be split from CU are used. In addition, 8-tap filters are used to interpolate the fractional samples, compared to 6-tap filtering of H.264/AVC [2]. 35 modes are then used in the intra prediction [3] and sample adaptive offset (SAO) is used in the in-loop filtering process [4]. These new features and additional tools compared to the previous video coding standards increase the decoder complexity [5]. To solve these problems, many studies have focused on fast HEVC encoders and decoders [6, 7]. However, it is difficult to make real-time codecs without parallelization. Therefore, parallelization of the video decoder could be essential for the real-time decoding of high resolution videos. Currently, the multi-core system can be used for the parallelization of a video decoder. There are several conventional parallelization methods for video decoders [8, 9]. For efficient parallelization, an objective comparison of the parallel methods on the multi-core system is very important.

In this paper, several parallelization methods of HEVC were analyzed and evaluated comparatively. In the process of establishing a HEVC standard, several techniques were proposed for the parallelism. Finally, the tile and wavefront parallel processing (WPP) were adopted for the HEVC standard. The tile is a rectangular region of coding tree blocks (CTBs) within a particular tile column and a particular tile row in a picture [10]. There are no dependencies among the partitioned regions. Therefore, the partitioned regions can be decoded in parallel [11]. WPP is a parallelization technique that uses a separate CABAC context for each CTU line. Based on this method, entropy decoding of each CTU line can be conducted...
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Fig. 1. Standardization flow of HEVC.

Simultaneously [12]. Another parallelization method of a HEVC decoder is frame-level parallelization. Using frame-level parallelization, several pictures can be decoded in parallel. On the other hand, for the parallel decoding of each picture, consideration of the structure of reference pictures is necessary. The parallelization methods introduced above are encoder-dependent methods. On the other hand, 2D-wavefront method is not an encoder-dependent method. For this reason, a 2D-wavefront method is used most widely as a parallelization method in video decoders. Using 2D-wavefront parallelization, pixel decoding of the entropy decoded CTUs can be conducted simultaneously in the CTU line level. This paper compares several parallelization methods and evaluates parallel performance of all the parallelization methods objectively.

This paper is organized as follows. Section 2 reviews the HEVC standard. In Section 3, the parallelization methods of HEVC decoder are introduced. The advantages and drawbacks of the methods are then compared. In Section 4, all the parallelization methods are evaluated in parallel and RD performance is assessed. Finally, Section 5 concludes the paper.

2. HEVC Overview

HEVC is the newest video coding standard jointly developed by the ISO/IEC MPEG and ITU-T VCEG focused on significantly better coding efficiency. The first version of the HEVC standard was completed on January, 2013. The second version of the HEVC standard was finalized on June, 2014 including range extensions, scalable coding extensions, and multi-view extensions [14]. In addition, the screen content coding that is designed for computer generated images and videos is being developed [15].

HEVC has new features for the efficiency of high-resolution and high-quality videos. First, HEVC employs hierarchical variable blocks of CU, PU, and TU; whereas, the previous video codecs use the fixed size macroblock [16]. Because the blocks of HEVC can be larger than the previous macroblock, HEVC can compress the high-resolution videos more efficiently. Fig. 2 presents one of the block partition examples based on HEVC. A picture can be partitioned with multiple CTUs and each CTU splits into multiple CUs of that size is variable. In addition, PU and TU are split from each CU.

Secondly, a more accurate intra prediction can be performed with 35 intra prediction modes. In the case of inter prediction, the precision of motion compensation is increased using the 8-tap interpolation filter. Merge and advanced motion vector prediction (AMVP) are used for efficient syntax in representing the inter prediction. Third, HEVC uses an additional in-loop filter called SAO to improve the subjective quality and coding efficiency at the same time. On the other hand, these additional features make the encoder and decoder more complex [17]. The main sources of the HEVC decoder complexity are entropy decoding and pixel decoding parts, as shown in Fig. 3. For high-resolution and high-bitrate videos, the complexity of the entropy decoding part is more complicated [18]. Several parallelization methods can be used to reduce the complexity of entropy decoding and pixel decoding parts.
3. Parallelization Methods of HEVC Decoder

The HEVC standard is designed to be suitable for parallel processing. Tile and WPP were adopted for better parallel processing. In addition, HEVC supports a parallel friendly in-loop filter structures [13]. In this section, four parallelization methods that can be used in HEVC decoders for the real-time decoding of high-resolution videos are introduced and compared.

3.1 Tile-level Parallelism

Tile-level parallelism can be used for parallel decoding in a picture. A picture can be partitioned into a number of rectangular blocks composed of CTBs.

Fig. 4 gives an example of tile partitioning. No data dependencies exist among the partitioned regions. In addition, the scan order of the CTUs is changed to the tiles scan order. Each tile can be decoded independently by splitting into multiple cores or threads. Therefore, this method is suitable for multi-core-based parallelization. The parallel performance increases with increasing number of tile splits; however, an increase in the tile splits depletes the compression performance. Table 1 lists the compression performance degradation according to the number of tiles. The BD rate loss of 4 tiles and 8 tiles are 1.12% and 1.75% on average.

3.2 Wavefront Parallel Processing (WPP)

WPP is an adopted parallelization method of the HEVC standard. Using this method, the entropy decoding of each CTU line can be conducted in parallel. At the first CTU of each CTU line, the CABAC context model is copied from the updated CABAC context that is located at the right-top CTU. If WPP is used, the efficiency of CABAC can be degraded slightly. In addition, the dependence among the CTUs should be considered. Fig. 5 shows the CABAC context model initialization positions and the dependencies of the WPP method. Because the CABAC contexts should be initialized at the first CTU of each CTU line, the entropy decoding of each CTU line cannot begin at the same time. In addition, the dependencies among the CTUs should be checked in a pixel decoding process.

3.3 Frame-level Parallelism

Frame-level parallelism is suitable for the special purpose applications. For the frame-level parallelism, a special GOP structure should be considered in an encoder. Fig. 6 gives an example of the GOP structure for frame-level parallelism. In Fig. 6, all the B-pictures in a GOP only refer to the previous I-picture. Using this structure, the following B-pictures can be decoded in parallel. On the other hand, a limited reference picture can lead to a rapid decrease in compression performance. If the number of B-pictures that refer to previous I-pictures are increased, good parallel performance can be achieved in the decoding parts of the B-pictures. On the other hand, complexity of the I-Picture is much higher than that of the B-picture. Therefore, this parallel method cannot beat the decoding time of the I-picture that is decoded sequentially.

3.4 2D-wavefront Parallelism

2D-wavefront parallelism is the most widely used parallel method in video decoders. This method is an encoder independent method compared to the above three methods. Using 2D-wavefront parallelism, the pixel
decoding process can be conducted simultaneously on a CTU line level. Like the WPP method, the dependencies among the CTUs should be considered. Fig. 7 presents the neighboring CTUs that should be decoded before decoding the current CTU.

Fig. 8 shows the problem of 2D-wavefront parallelism. Because of the dependencies of the neighboring CTUs, idle threads can occur in the prologue and epilogue parts in a picture. The maximum number of CTUs (P_CTU) that can conduct pixel decoding in parallel is calculated by Eq. (1). \( n_{CTU_h} \) is the number of CTUs in the picture height and \( n_{CTU_w} \) is the number of CTUs in the picture width.

\[
P_{CTU} = \begin{cases} 
\min(n_{CTU_h}, \frac{n_{CTU_w}}{2}) + 1, & \text{if } n_{CTU_w} \text{ is odd} \\
\min(n_{CTU_h}, \frac{n_{CTU_w}}{2}), & \text{otherwise}
\end{cases}
\]

(1)

In a Full HD resolution, there are 30×17 CTUs that the size is 64×64 in a picture. In this case, the number of CTUs that can be decoded simultaneously are represented in Fig. 9. In the prologue and epilogue parts of a picture, the CTUs that can be decoded at the same time are insufficient. For this reason, the threads can be idle in these parts.

3.5 Comparisons of parallelism

As introduced above, all the parallelization methods have advantages and disadvantages. Table 2 compares the four parallel methods. Note that tile-level parallelism, WPP and frame-level parallelism have compression performance degradation, and these methods are encoder dependent. On the other hand, the 2D-wavefront parallelization method has no degradation of compression performance and it is not dependent on the encoders.

4. Performance Evaluation

For a performance evaluation of the four parallelism methods, all the parallelization methods were implemented on ANSI C-based private decoder developed based on the HM12.0 decoder [19]. For the parallel implementation, OpenMP was used with Microsoft Visual Studio 2012 [20]. Table 3 lists the experimental conditions.

The parallelism performance was measured by Eq. (2). Decoding time_ref represents the decoding time of the HM12.0 decoder without any parallelism methods. Decoding time_prop denotes the decoding time of the parallelized private decoder with a parallelization method.

\[
\text{Speed - up} = \frac{\text{Decoding time}_{\text{ref}}}{\text{Decoding time}_{\text{prop}}}
\]

(2)

Table 4 lists the speed-up factors of tile-level
parallelism. The speed-up factors increase with increasing number of tiles. The results show that the average of the speed-up factors are 4.59 and 4.56 for FHD and 4K-UHD with 6 tiles, respectively.

Table 5 lists the speed-up factors using the WPP. The results show that the speed-up factors for the 4K-UHD sequences are higher than those for FHD sequences. The speed-up factors are influenced by the entropy decoding complexity between the FHD and 4K-UHD sequences. The entropy decoding part of the 4K-UHD sequences is more complex than the entropy decoding of the FHD sequences. Therefore, the parallel performance of the WPP for parallel entropy decoding showed reasonably good parallel performance for the 4K-UHD sequences.

Table 6 presents the results of frame-level parallelism. The speed-up factors are not large. These results are due to the decoding overhead of the I-picture. Table 7 lists the speed-up factors of the 2D-wavefront parallelism. The mean speed-up factors for the FHD videos were higher than those for the 4K-UHD videos. This means that the parallel performance of 2D-wavefront parallelism is affected by the entropy decoding part that is not a parallel region based on the 2D-wavefront parallelism.

5. Conclusion

This paper introduced several parallel methods for HEVC decoders and evaluated the real-time decoding of high-resolution videos. Tile-level parallelism, WPP, frame-level parallelism, and 2D-wavefront parallelism were implemented on the ANSI C-based private decoder. The parallel performance of several parallel methods were compared. For the FHD test sequences, the mean speed-up factors of tile-level parallelism, WPP, frame-level parallelism, and 2D-wavefront parallelism were evaluated and found to be up to 4.59, 3.17, 2.20, and 3.16, respectively. In addition, the speed-up factors of the 4K-UHD sequences are observed up to 4.56, 4.00, 1.88, and 2.54 for tile-level parallelism, WPP, frame-level parallelism, and 2D-wavefront parallelism, respectively.
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