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요 약

최근 전자상거래의 발전과 인터넷 사용자의 급증으로 온라인 상에서 수많은 광고들이 서버서비스되고 있는 상황이다. 하지만 이러한 광고서비스는 사용자들의 성향 분석을 기초로 하기보다는 해당 광고의 일반적 서비스에 그치고 있다. 따라서 많은 웹사이트들이 해당 광고의 효율적 서비스를 위해 개인화된 광고서비스를 원하고 있고 해당 서비스의 로그 분석을 통한 서비스를 연구 및 시행하고 있다. 본 논문에서는 서비스를 로그데이터의 분석이 아닌 로컬 시스템의 로그데이터를 이용하여 사용자의 선호도와 성향을 분석한다. 또한 해당 사이트별 분류 카테고리화를 만들어 해당 분류의 가중치를 부여함으로써 개인화된 광고 시스템을 제안하려고 한다. 사용자의 선호도 분석은 웹 개인화 기법 중 협업 필터링의 대상이 되는 사용자 선호도 정보를 방문 사이트 분류에 사용하고 각 사이트의 대상이 되는 인터넷 사용자의 행동을 해당 사이트의 방문횟수로 가정하여 사용자의 성향분석을 시도하였다. 사용자의 선호도를 빅터로 표현하고, 성향분석 결과를 단순 적용형태가 아닌 연속적 데이터로 간주하였습니다. 이전 데이터와 이후 데이터의 성향분석 변화를 제안하는 기법을 이용하여 새롭게 분석하고, 퍼드백 시스템으로써 지속적인 갱신과 적용을 할 수 있도록 제안하였다. 이러한 결과를 통해 해당 분류의 광고들을 선정하고 선정된 광고에 사용자 성향분석과 동일한 과정을 적용시킴으로써 차별화된 광고 서비스를 제공할 수 있는 방법을 제시하였다.
Abstract

Great many advertisements are serviced in on-line by development of electronic commerce and internet user’s rapid increase recently. However, this advertisement service is stopping in one-side service of relevant advertisement rather than doing users’ inclination analysis to basis. Therefore, want advertisement service that many websites are personalized for efficient service of relevant advertisement and service through relevant server’s log analysis research and enforce. Take advantage of log data of local system that this treatise is not analysis of server log data and analyze user’s Preference degree and inclination. Also, try to propose advertisement system personalized by making relevant site tributary category and give weight of relevant tributary. User’s preference user preference which analysis is one part of cooperation fielder ring of web personalized techniques use information in visit site tributary and suppose internet user’s action in visit number of times of relevant site and try inclination analysis of mixing form. Express user’s preference degree by vector, and inclination analysis result uninterrupted data that simplicity application form is not regarded and techniques that propose inclination analysis change of data since with move data use and analyze newly and proposed so that can do continuous renewal and application as feedback Sikkim. Presented method that can choose advertisements of relevant tributary through this result and provide personalized advertisement service by applying process such as user inclination analysis in advertisement chosen.
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1. 서론

인터넷의 급속한 발달과 함께 전자상거래 사이트와 포탈 (portal) 사이트 간의 고객 유지 경쟁이 치열해지고, 인터넷 시장은 고객을 끌어들이기 위해 경쟁력이 다양한 광고와 뉴스를 제공하며, 다른 수의 회원을 확보하기 위해 노력하고 있다. 하지만 대부분 인터넷 사이트에 제공되는 광고나 뉴스 서비스는 고객이 원하는 정보와 서비스를 제공하기 위해 고려하지 않고 있다. 그러나 이처럼 인터넷 사용자들은 정보와 서비스를 제공하여 사용자 만족을 극대화 시키는 개인화(personalization)의 중요성이 크게 부각되고 있다. 웹 사용자에게 개인화된 서비스를 제공하는 다양한 서비스 형태들이 제시되고, 이러한 서비스를 제공하기 위하여 고객에 대한 정확한 상황을 통한 인터넷에서 적합한 영상을 보일 수 있는 개인화 기법들이 필요하게 되었다.

본 논문에서는 개인화된 광고 서비스를 위하여 고객들의 취향을 분석하고 분석결과를 광고 선택에 반영하는 개인화된 광고시스템을 제안하고자 한다. 이러한 분석을 위해서 웹 로그 데이터로부터 사용자의 정보를 수집하고 분석해야 한다. 분석방법으로는 서버 측 로그파일 분석과 사용자 측 로그파일 분석으로 단일로 양방향적이다. 서버 측 로그파일을 분석하여 이를 수 있는 서비스는 단일 서버 내에서의 개인화가 가능하며, 이에 개인화가 적절한 포탈 서비스와 같은 것이 있다. 그러나 사용자 측의 URL 접속기록을 분석하면 분석되는 대상의 범위가 서버에서의 분석과 비교할 때 더 개인의 성향에 가까운 분석이 가능하다.

따라서 본 논문에서는 사용자 측 URL 접속기록을 통해 사용자별로 성향분석을 하고, 분석결과를 사용자별로 차별화된 광고서비스가 가능한 방법을 제시하고자 한다. 또한 데이터 수집 및 분석 과정에서 기존에 사용되었던 데이터 마이닝 기법과 함께 개인화 기법의 일부분을 가정하고 적응 알고리즘에 사용함으로써 분석의 신뢰도를 높인다. 그리고 사용자의 성향은 항상 변화의 가능성을 내포하고 있기 때문에 시간의 흐름에 따라 변화하는 사용자의 성향분석과

2. 관련연구

1. eCRM(Electronic Customer Relationship Management)

인터넷 기반의 온라인 CRM을 eCRM이라고 하며, 고객의 이해와 접근성은 오프라인 CRM과 동일하나, 고객정보를 기반의 뉴스 서비스를 이용하여 이용자에게 개인화된 성격을 보일 수 있는 개인화 기법이 필요하게 되었다.

본 논문에서는 개인화된 광고 서비스를 위하여 고객들의 취향을 분석하고 분석결과를 광고 선택에 반영하는 개인화된 광고시스템을 제안하고자 한다. 이러한 분석을 위해서 웹 로그 데이터로부터 사용자의 정보를 수집하고 분석해야 한다. 분석방법으로는 서버 측 로그파일 분석과 사용자 측 로그파일 분석으로 단일로 양방향적이다. 서버 측 로그파일을 분석하여 이를 수 있는 서비스는 단일 서버 내에서의 개인화가 가능하며, 이에 개인화가 적절한 포탈 서비스와 같은 것이 있다. 그러나 사용자 측의 URL 접속기록을 분석하면 분석되는 대상의 범위가 서버에서의 분석과 비교할 때 더 개인의 성향에 가까운 분석이 가능하다.

따라서 본 논문에서는 사용자 측 URL 접속기록을 통해 사용자별로 성향분석을 하고, 분석결과를 사용자별로 차별화된 광고서비스가 가능한 방법을 제시하고자 한다. 또한 데이터 수집 및 분석 과정에서 기존에 사용되었던 데이터 마이닝 기법과 함께 개인화 기법의 일부분을 가정하고 적응 알고리즘에 사용함으로써 분석의 신뢰도를 높인다. 그리고 사용자의 성향은 항상 변화의 가능성을 내포하고 있기 때문에 시간의 흐름에 따라 변화하는 사용자의 성향분석과
2. 데이터 마이닝(Data Mining)

2.1 데이터 마이닝의 개념
데이터 마이닝이란 대량의 데이터로부터 통계적 기법, 인공지능 기법, 패턴분석 등을 이용하여 데이터간의 숨겨져 있는 상호 관계를, 분류 및 군집화, 추정 및 예측 등을 수행한 정보를 추출하여 의사 결정에 적용하는 과정이라고 할 수 있다[10]. 데이터 마이닝은 기업 경영, 과학 및 의료 등 다양한 분야에서 단순한 데이터 수준에서 보다 고급 수준의 정보 즉 지식의 획득, 활용 및 효율적인 분배의 측면에서 최근 급속도로 확대되고 있다. 데이터 마이닝을 위한 기법으로는 통계학적인 기법, 연관성 측정, 클러스터링, 의사결정나무, 신경망 모델과 같은 기법들이 있다[9][11].

2.2 데이터 마이닝 기법
(1) 통계적 기법(Statistical techniques)
주어진 문제를 과거의 유사한 사례의 통계를 바탕으로 상황에 적합하게 이용하여 해결해 가는 기법이다. 과거의 통계를 이용하여 새로운 상황을 설명하거나, 과거의 데이터로 새 해답을 평가하거나, 또는 새로운 상황에 적용하기 위해서는 새로운 문제에 대한 적당한 해답을 만들어 추정하는 것을 의미한다. 이러한 방법은 과거의 전문가 시스템에서 사용한 지식(정형화된 Rule)의 추론을 통해서 해를 맞출 방법보다는 단순하면서도 문제 영역이 잘 정형화되지 않는 분야에서는 좋은 접근법이라 할 수 있다[9].

(2) 연관성 측정(Associations)
연관성 측정은 어떤 특정 문제에 대해 아직은 알려지 않은 답(예를 들어, 예/아니오)을 얻고자 하는 예측(Prediction)의 문제나 해결책을 목표에 따라 분류(Segmentation)하는 문제가 아니라, 상품 혹은 서비스의 거래 기록(Historical) 데이터로부터 상품간의 연관성 정도를 측정하여 연관성이 높은 상품들은 그룹화하는 클러스터링의 일종으로서, 동시에 구매될 가능성이 큰 상품들을 찾아낼수록 시장에서 이루어진 분석(Market Basket Analysis)에서 다루는 문제들에 적용될 수 있다[10].

(3) 클러스터링(Clustering)
어떤 목적변수(target)를 예측하기보다는 고객수익, 고객인원과 같이 수익이 비슷한 고객들을 묶어 몇 개의 외형이 있는 굳이 나누는 것으로, 대용량의 데이터가 너무 복잡할 때 이를 구분하고 있는 몇 개의 구분을 나누어 살펴볼 뿐이지 전체에 대한 응용을 줄기 기법이다[9][10].

(4) 의사결정나무(Decision Trees)
의사결정나무는 분류 및 예측에 있어서 사주 쓰이는 기법으로 DM의 응답여부 등에 영향을 미치는 변수들과 변수들의 상호작용을 누구나 쉽게 이해할 수 있도록 군이 통계학적인 용어를 쓰지 않더라도 설명이 가능한 기법으로 데이터 마이닝을 언급할 때마다 부지런히 소개되는 분석기술이다[11].

(5) 신경망 모델(Neural networks)
신경망 모델은 신경생리학 분야에서 두뇌의 활동을 이해하고자 하는 목적 하에 신경의 작업을 설명하려는 시도에서 출발하여 생물학적 프로세스를 컴퓨터로 이용하여 모형화하려는 노력에서 비롯된 것으로, 80년대 이후 생물학적 활동의 모형과 전형적 방법이 컴퓨터 성능의 진보, 신경망 이론에 대한 통계학적인 검증으로 인해 꾸준히 진보하면서 최근에는 데이터 마이닝에 있어서 유용한 기법이 되고 있다. 표 1은 현재 사용되고 있는 데이터 마이닝 기법들의 상대적인 장점에 대한 분석결과이다[9].

표 4. 데이터 마이닝 기법들의 상대적인 장점
Table 1. Relative Strength Among Data-minings

<table>
<thead>
<tr>
<th>통계적 기법(Statistical techniques)</th>
<th>연결성 측정(Associations)</th>
<th>클러스터링(Clustering)</th>
</tr>
</thead>
<tbody>
<tr>
<td>연결성 측정(Associations)</td>
<td>클러스터링(Clustering)</td>
<td></td>
</tr>
<tr>
<td>연결성 측정(Associations)</td>
<td>클러스터링(Clustering)</td>
<td></td>
</tr>
<tr>
<td>클러스터링(Clustering)</td>
<td>연결성 측정(Associations)</td>
<td></td>
</tr>
</tbody>
</table>

3. 웹 개인화(WEb Personalization)

3.1 웹 개인화의 개념
웹 개인화는 웹에서 제공되는 기본 화면을 사용자의 취향에 맞게 편집하여 볼 수 있는 기능을 통해 사용자의 스터디에 맞는 정보를 선택하여 볼 수 있게 해주는 기법을 의미한다. 또한 정자 상거래 업계에서 사용자는 사용자의 개인적 취향에 따라 자신의 페이지를 구성하고 사용자의 구매
기록, 취향에 맞는色调을 추천 받을 수 있는 기능들까지 포함한다(13).

웹 사이트의 개인화는 일관된 가치있는 과정이다. 사용자가 자신의 선호, 관심, 구매경험과 같은 정보를 웹 사이트에 제공하면 웹사이트는 사용자가 제공한 데이터를 기초로 사용자에게 가장 알맞은 정보를 제공한다. 개인화를 통해서 웹사이트 운영자는 사용자에 관한 자료를 얻고 사용자의 지속적인 이용이나 구매를 연장할 수 있게 되어 사용자는 자신에게 가장 알맞은 정보를 편리한 방법으로 얻을 수 있게 된다. 《그림 2》는 웹 개인화의 기본구조에 대하여 설명하고 있다.

그림 2. 웹 개인화의 기본구조
Fig. 2. Structure of Web Personalization

3.2 웹 개인화의 기법

미약하지는 개인화 방법에 대한 분류 기준이 아직 확립되지 않았지만, 일반적으로 개인화 방법에는 규칙기반 필터링(Rule-based filtering), 협업 필터링(Collaborative filtering), 학습 에이전트(Learning agent)가 있다. 각각의 방법들은 실행 방법과 비율에 차이를 가지고 있으며, 한 가지 방법만 사용하는 것이 아니라 하나 이상의 방법을 조합하여 사용한다. 따라서 각 방법들의 비율과 이로 인해 나타나는 직접 외부적인 효과를 정확하게 판단하고 적절한 방법을 선택하는 것이 매우 중요하다(13).

(1) 규칙기반 필터링(Rule-based filtering)

규칙기반 필터링은 인터넷 사이트 사용자에게 연속적인 질문을 던지고, 이에 대한 사용자의 반응과 기존에 존재하는 사용자의 구매나 인구통계정보 등을 활용해서 적절한 아이템(상품, 웹 페이지, 광고 등)을 추천하는 기법으로 사용자에게 적절한 서비스 제공을 위해 사용자가 선택한 정보를 활용하여 사용자에 맞는 추천을하고, 사용자의 선택에 따라 생성된 데이터를 활용하여 세밀한 분석과 추론과정을 통해 규칙을 생성하게 된다(4).

(2) 협업 필터링(Collaborative filtering)

협업 필터링은 사용자들이 선호도 정보를 바탕으로 유사한 성향을 가진 다른 사용자에게 제공하는 방법이다. 협업 필터링은 사용자의 선호도, 구매정보 등 개인적인 로그 정보들에 의한 개인적 선호도와 연령대, 성별, 거주 지역 등 일반적 선호도를 기반으로 추천한다. 그리고 사용자가 선호하는 아이템들을 통해서 같은 분류에 속해 있는 다른 사용자들이 보여 선호도의 가치 평균값의 순서대로 정리하여 높은 선호도의 아이템들을 추천한다(13).

(3) 학습 에이전트(Learning agent)

학습 에이전트는 인터넷 사용자의 행동에 초점을 맞추어 사용자의 성향과 관심을 찾아내고 이에 따라 사용자에게 적절한 정보를 제공하는 기법이다. 학습 에이전트는 주로 사용자의 구매나 장바구니 정보를 통해서 알 수 있는 구매역할, 사용자의 관심 영역을 분석하기 때문에 일정량을 넘는 고객의 사용 패턴이 관찰되고 학습되어야만 적절한 정보를 제공할 수 있는 단점이 있다. 반대로 사용자의 인터넷 행동에 초점을 맞추기 때문에 사용자에게 많은 정보를 입력받지 않아도 되는 장점이 있다. 학습 에이전트는 규칙기반 필터링과 마찬가지로 사이트가 동등적으로 사용자에게 행동을 요구하게 되고, 사이트가 에이전트로 동작시켜 에이전트가 전달(push)하는 정보를 사용자가 보게 된다(4).

4. 웹 로그 분석(Web Log Analysis)

4.1 웹 로그파일 분석

로그파일 분석은 사용자가 어떤 사이트를 방문한 경우 서버의 로그파일에 몰입을 받아내며 이러한 방문자의 정확한 데이터를 기반으로 고객 분석을 통해 마케팅 정책을 할 수 있는 고객 분석 방법이다(15). 이 로그 파일의 분석 결과를 이용하여 웹사이트 내에서 가장 빈번히 접속하는 페이지나 사용자의 이동 패턴 등을 파악할 수 있으므로 웹사이트의 정보를 효과적으로 전달하기 위해 로그 파일을 이용하고 있다(29).

이렇게 얻어낸 정보를 바탕으로 인터넷 비즈니스에 적극적으로 활용하고 고객의 다양한 요구를 예측하여 새로운 서비스 개발 및 새로운 시장 기회를 창출하거나 마케팅 및 광고 전략으로서 활용한다. 그리고 최적의 환경에서 사용자들이 사이트를 탐색하고, 방문하도록 서비스 및 화면 등의 기술적 지원 및 수명 능력 계획을 수립할 수 있다.
4.2 웹 로그파일 형식

(1) CLF(Common Logfile Format)(15)
CLF(A. Luotonen)는 웹서버의 원조로 할 수 있는 NCSA 계열의 웹서버에서 기본으로 생성되는 로그파일형식으로, 표준로그파일은 보통 Transfer 또는 Access Logfile이라 불리며 파일이름은 access_log와 같이 정한다. (그림 3)은 CLF 로그파일의 실제 기록 예이다.

![그림 3. CLF 로그파일의 실제 기록 예](image)

(2) IIS(Internet Information Server)(15)
MS IIS 로그파일형식은 Windows NT에서 가장 많이 사용되는 웹서버 S/W로서 자세적으로 분석도구를 제공한다. 로그파일 형식은 NCSA 계열의 로그파일과는 다르며, 파일의 기록기간단위는 일별, 월별 등의 환경설정도 가능하다. (그림 4)는 IIS 로그파일의 실제 기록 예이다.

![그림 4. IIS 로그파일의 실제 기록 예](image)

4.3 개인의 컴퓨터에 있는 로그파일 분석

개인 컴퓨터에 널이있는 URL 접속기록은 Inetnet Explorer의 경우 history 메뉴에 저장된다. 저장된 접속정보는 사용자가 접속한 URL주소와 접속페이지 제목 그리고 최종 접속 날짜와 시간으로 분류된다. 또한 접속한 해당 URL 페이지의 등록 정보로부터 접속경우 정보들과 같은 사용자의 인터넷 행위 정보를 발견할 수 있어서 이것을 이용하여 사용자의 인터넷 성향과 사용자 관심의 정보를 수집할 수 있다.

수집된 사용자의 History 정보들은 서버에서 확인할 수 있는 웹 로그보다 그 형태가 다르지만, 사용자의 다양한 서버에 대한 접속여부와 접속횟수 등을 알 수 있는 개인 정보로서, 개인의 사용행태 및 관심도를 측정하는데 매우 유리하다. 다음은 수집된 History 로그를 분류하고 정의한 결과를 기반으로 자동으로 분석하여 사용자의 성향을 분류하는 로그 분석과정을 도식화 한 것이다.

![그림 5. History 정보 분석과정](image)

4.4 서버의 로그파일과 개인의 컴퓨터의 로그파일의 비교

서버에 남아 있는 로그 파일은 그것이 단일 서버 내에서 사용자별 행동양식을 알아 볼 수 있다. 그러나 이러한 사용자가 다른 서버에서 다른 서비스를 받을 때는 다른 행동양식(패턴)을 보일 수도 있다. 그러므로 이러한 로그 파일을 이용하면 단일의 서버에서 개인화에 유리하다. 그러나 개인의 URL접속기록을 이용하여 그것의 분류를 통해서 개인의 정보 요구를 분석하는데 이용하는 데이터 범위가 크므로 서버의 로그파일을 분석하는 것보다 비교적 좋은 분석의 결과를 도출할 수 있다.

<table>
<thead>
<tr>
<th>표 2. 서버측의 로그파일 분석과 사용자측 로그파일의 비교</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Table 2 Comparison between Server LOG File and Client's Local LOG File" /></td>
</tr>
</tbody>
</table>

![그림 5. History 정보](image)
III. 시스템 제안 및 사용자 성향 분석

1. 개인화 광고 시스템의 데이터 수집

사용자의 성향 분석을 위한 데이터 수집 방식으로 웹 브라우저의 브라우저에 표시되게 된다. 이때 웹 브라우저의 사용시간을 기반으로 하여 수집하는 방법은 주로 웹 사이트를 방문한 로그 정보를 중심으로 이루어진다. 그러나 본 논문은 개인의 필요한 정보를 제공하는 기법은 개인의 컴퓨터에서 수집한 로그 데이터를 수집함으로써 개인화에 보다 근접한 정보를 제공하고 실현하고자 한다.

본 논문에서는 개인화 정보 수집 방법은 사용자 쿠키를 삽입하여 수집할 수 있지만 수집된 정보를 이용해 분류를 분류할 때의 관련성을 이해하기 위해서는 수집 데이터의 분류를 이해해야 한다. 또한 사용자가 특정한 분류에 많은 관심을 보였던 것과 해당 분류는 통계적으로 보았을 때 높은 비율을 차지할 것이 다. 이러한 귀납적 방법에 근거하여 사용자의 성향을 판단하고 판단결과를 여러 시스템에 적용시킬 수 있다.

2. 분석을 위한 분류결과 알고리즘 적용

사용자의 로그 정보의 추적 정보에 있을 때 로그정보를 이용하여 분류별 정보를 얻어내야 한다. 이때 수집된 정보에서 의미있는 정보를 추출하기 위해 데이터 마이닝 기법 (통계적 기법)에 기초하여 다음과 같은 분류결과 알고리즘을 제시하였다. 이러한 기법은 사용자로부터 수집된 데이터의 흐름 정보, 분류 간의 관계 관계를 바탕으로 하는 분석을 할 수 있다.

\[
W = 0.0 \\
T = 0.0 \\
C = 0.0 \\
R = 0.0 \\
W + 0.0 \\
L = 0.0 \\
G = 0.0 \\
H = 0.0 \\
I = 0.0 \\
J = 0.0 \\
K = 0.0 \\
L = 0.0 \\
M = 0.0 \\
N = 0.0 \\
O = 0.0 \\
P = 0.0 \\
Q = 0.0 \\
R = 0.0 \\
S = 0.0 \\
T = 0.0 \\
U = 0.0 \\
V = 0.0 \\
W = 0.0 \\
X = 0.0 \\
Y = 0.0 \\
Z = 0.0 \\
\]

그림 7. 비중과 비중범위를 결정하기 위한 알고리즘

Fig. 7 Algorithm to decide weight and weight extent

물적화 사용자의 개인화 서비스를 위한 사용자 성향 분석을 위해서 분류정보를 모아야만 가능하다. 이때 (그림 7)와 같이 알고리즘을 이용하여 (그림 8)과 같이 각각의 분류별 개수정보가 수집되고 수집된 정보를 기초로 하여 분류정보를 분석하게 된다.

그림 8. 비중과 비중범위를 결정하기 위한 분류정보 예

Fig. 8 Tributary information example to decide weight and weight extent

(표 3)과 같이 분류별 비율 및 비중범위를 산출할 수 있다.

Table 3. Example of Stochastic Mining

<table>
<thead>
<tr>
<th>분류별</th>
<th>분류개수 (E)</th>
<th>분류비율 (O)</th>
<th>분류범위 (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>본류 A</td>
<td>25</td>
<td>25/200 = 0.125</td>
<td>(0.000, 0.125)</td>
</tr>
<tr>
<td>본류 B</td>
<td>45</td>
<td>45/200 = 0.225</td>
<td>(0.125, 0.350)</td>
</tr>
<tr>
<td>본류 C</td>
<td>75</td>
<td>75/200 = 0.375</td>
<td>(0.350, 0.725)</td>
</tr>
<tr>
<td>분류D(last)</td>
<td>55</td>
<td>55/200 = 0.275</td>
<td>(0.725, 1.000)</td>
</tr>
</tbody>
</table>

분류된 정보를 비중범위별로 구분하여 보면 (그림 8)과 같이 나타날 수 있는데 각각의 분류 종 분류 C가 가장 큰 비율을 차지하고 있음을 알 수 있다. 이때 단수를 발생시켜 발생한 단수를 분류별로 분류하고 선택하게 된다. 단, 단수를 예측할 수 없고 발생한 단수는 통상 최대영역의 분류를 선택하게 되지만, 각각의 분류개편에 비해도 불가능한 범위를 차지하는 분류가 선택될 확률은 매우 높다. 따라서 분류의 선택 반드시 해야 증가하게 된다.

그림 9. 난수를 이용한 한 개의 분류 결정

Fig. 9 Selection of One Cateroy Using Random Number

(표 3)과 (그림 9)에서 선택된 분류가 사용자의 성향을 분석하는데 매우 중요한 근거로 작용한다. 사용자에게 알고리즘의 협업필터링 학습이전에 대상사 사용자의 선호도와 사용자의 행동을 방문사이트의 분류와 방문일수로 기반한다.
그리고 분류결정 알고리즘의 적용결과를 이용하여 해당 사이트의 선호도와 방문횟수에 따라 선호하는 광고 분류를 결정할 수 있다.

3. 사용자의 성향 분석 기법

사용자의 성향 데이터가 계속해서 입력될 때 이전 값과 이후 값의 문제가 생길 가능성이 있다. 만약에 이전의 값을 모두 무시하고 이후의 값을만 적용시킬 경우 성향을 결정하는데 있어 이전 성향들이 무시된다. 이전 값과 이후 값이 서로 같은 비율로 영향을 미치게 하기 위해서는 다음의 과정이 필요하다.

\[
\delta = \frac{\alpha}{\beta} = \frac{\alpha}{\beta} \cdot \frac{\sum \epsilon}{\sum \epsilon}
\]

이런 값 : \( \xi \)

이후 값 : \( \xi \cdot \)

알고리즘 형태의 분류 비율

\[ \text{category ratio (} \Phi \text{)} = \frac{\sum \epsilon}{\sum \epsilon} \]

그림 10. 연속적인 사용자 성향 데이터에 대한 분석 기법 Fig. 10 Updating Client’s Before and Aftet Data

다음 \( \text{표 4)는 위의 식을 적용하기 이전과 이후의 값의 비율을 보여준다. 이러한 결과를 가지고 이전 값이나 이후 값 중 좀 더 영향력을 가질 것으로 하여 점에 알맞은 성향을 급속히 영향을 줄 수 있다.}

이전 적용하는 성향은 사회통계학적 기법이나 심리학적 요인들을 고려하여 정량하는 것이 좋다.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{이전 값} & \text{분류 A} & \text{분류 B} & \text{분류 C} & \text{분류 D} \\
\hline
\text{이후 값} & 20 & 80 & 10 & 70 \\
\hline
\text{이전의 비중} & 20/180 & 80/180 & 10/180 & 70/180 \\
\text{이후의 비중} & 80/290 & 30/290 & 100/290 & 80/290 \\
\text{제한하는 기법} & (20+80)/(180+290) & (80+30)/(180+290) & (10+100)/(180+290) & (70+80)/(180+290) \\
\text{변화율} & 0.11 & 0.44 & 0.05 & 0.38 \\
\text{변화율} & 0.27 & 0.10 & 0.34 & 0.28 \\
\text{변화율} & 0.21 & 0.23 & 0.23 & 0.31 \\
\hline
\end{array}
\]

\( \text{표 4)는 이전과 이후값 문제 및 해결 Table. 4 Example of Two Data Set(Before and After)} \)

4. 개인화 광고 테이블을 이용한 광고 결정

사용자의 성향 분석을 통해 얻은 결과에 따라 각각의 분류별 광고를 정의하고 각각의 광고에 대해 다음과 같은 가중치 계산법을 적용하여 분류별 광고의 비중과 비율법률을 결정짓게 된다.

이중 가중치가 높은 광고에 대해 우선제한되어 이는 해당광고 선택되어 서비스 되는 것을 의미한다.

\[
\text{표 5. 개인화 광고 테이블 생성을 위한 가중치 계산 Table. 5 Calculation of Weights for Advertisement Table}
\]

<table>
<thead>
<tr>
<th>AD Name</th>
<th>Ad Amount (E)</th>
<th>Ad unit Cost</th>
<th>Ad Ratio (( \Phi ))</th>
<th>Ad Weight Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad A</td>
<td>( \alpha )</td>
<td>( \alpha \cdot )</td>
<td>( \frac{\alpha}{\sum \epsilon} )</td>
<td>( \frac{\alpha}{\sum \epsilon} \cdot )</td>
</tr>
<tr>
<td>Ad B</td>
<td>( \beta )</td>
<td>( \beta \cdot )</td>
<td>( \frac{\beta}{\sum \epsilon} )</td>
<td>( \frac{\beta}{\sum \epsilon} \cdot )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Ad X</td>
<td>( \chi )</td>
<td>( \chi \cdot )</td>
<td>( \frac{\chi}{\sum \epsilon} )</td>
<td>( \frac{\chi}{\sum \epsilon} \cdot )</td>
</tr>
</tbody>
</table>

\[
\text{semantic relevance with the ad} \quad \text{semantic relevance with the ad} \quad \text{semantic relevance with the ad}
\]

\[
\text{남은 광고가 선택되면 광고가 다 나간 뒤 해당 광고의 총 금액을 한 회의 광고비료를 뿌고 전체 비용에서 차지하는 비중을 다시 계산하여 비중의 범위를 재설정하고 다음의 광고의 요청이 있을 때 신규로 적용된 비중의 범위로 새로운 광고를 선택한다.}

\[
\text{표 6. 개인화 광고 테이블의 예 Table. 6 Example of Personalized Advertisement Table}
\]

<table>
<thead>
<tr>
<th>광고 ID</th>
<th>출시 광고비</th>
<th>재고 광고비</th>
<th>비중</th>
<th>범위</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adver A</td>
<td>1000</td>
<td>1</td>
<td>1000/1000 = 0.1</td>
<td>(0.0, 0.1)</td>
</tr>
<tr>
<td>Adver B</td>
<td>2000</td>
<td>1</td>
<td>2000/1000 = 0.2</td>
<td>(0.1, 0.3)</td>
</tr>
<tr>
<td>Adver C</td>
<td>3000</td>
<td>1</td>
<td>3000/1000 = 0.3</td>
<td>(0.3, 0.6)</td>
</tr>
<tr>
<td>Adver D</td>
<td>4000</td>
<td>1</td>
<td>4000/1000 = 0.4</td>
<td>(0.6, 1.0)</td>
</tr>
</tbody>
</table>

\[
\text{표 6. 개인화 광고 테이블의 예 Table. 6 Example of Personalized Advertisement Table}
\]

4. IV. 시스템 설계 및 실험

1. 개인화된 광고 시스템 시나리오

광고 시스템에는 크게 두 가지 측면이 있다. 하나는 사용자가 접속한 URL 정보를 기반으로 데이터 품질 만드는 것이며 생성된 품 중 통계학적인 기법을 적용하여 한 개의 광고를 선택하는 것이다.

본 논문에서 제안한 시스템을 실험하기 위하여 사용자용 프로그램(Category Retriever)를 사용하였다. 사용된 프로그램을 통해 사용자의 접속 URL 정보를 추출하고, 추출된
정보를 분류정렬 알고리즘을 적용하여 한 개의 분류 정보를 고르고 그 분류 중에서 한 개의 항목을 고르는 서버측 프로 그램을 네트워크 환경에서 실현하였다. (그림 11)은 개인화 광고 시스템의 사전 추적도이다.

네트워크 상의 각각의 컴퓨터는 모두 각기 다른 고객이 그리고 생각하고 상황 정책과 광고의 설정을 수행하였으며 3 장에서 제시한 사용자별 상황 분석 기법을 적용하였다. 다음 (표 7)은 사용자 컴퓨터에서 저장한 URL을 가지고 그것의 분류를 추출한 후 각각의 사용자가 그분류에 대하여 비율에 대한 실험 결과이다.

![그림 11. 개인화된 광고 시스템 사전 추적도](image)

**그림 11. System Event Trace Diagram**

사용자의 웹 로그 데이터와 사용자의 개인 정보를 가져와 사용자의 사이트 방문 패턴을 분석하고, 사이트의 접속 횟수에 대한 데이터를 이용한 선호도를 분류한 뒤 각 단수를 발전하여 각 선호 비율에 비례한 광고를 제공하도록 하였다. 다음은 개인화된 광고시스템의 구성도이다.

![그림 12. 시스템 구성도](image)

**그림 12. System Structure Overview**

3. 정보 분석

사용자별로 (표 7)의 정보를 기반으로 광고를 선택한 분
류별 비율의 실험 결과는 (표 8)과 같다. (표 8)에 나타난 정보가 선택된 분류별 비율의 실험 결과와 (표 7)의 입력에 대한 결과와 비슷한 비율로 나타난 것을 확인할 수 있다. 본 논문에서 제안한 가정에 의하면 모두 같은 비율로 나와야 정상적이지만 광고주의 광고비가 모두 소진하면 그 항목의 광고는 광고서비스가 되지 않는다는 결과를 확인하였으며, 광고의 비율이 떨어지면 이러한 차이는 나타나지 않았다.

![표 7. URL 분류 비율](image)

**표 7. URL 분류 비율**

<table>
<thead>
<tr>
<th>Category</th>
<th>PC006</th>
<th>pc009</th>
<th>pc012</th>
<th>pc017</th>
<th>pc019</th>
<th>pc021</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIL</td>
<td>8.76</td>
<td>9.16</td>
<td>9.57</td>
<td>10.02</td>
<td>11.04</td>
<td>12.00</td>
</tr>
<tr>
<td>DB</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>CA</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>CN</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>TD</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>CR</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>PM</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>LS</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>RE</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>ID</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>DB</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>CA</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>CN</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>TD</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>CR</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>PM</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>LS</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>RE</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>ID</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>DB</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>CA</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>CN</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>TD</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>CR</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>PM</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>LS</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>RE</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>ID</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>DB</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>CA</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>CN</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>TD</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>CR</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>PM</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
<tr>
<td>LS</td>
<td>9.24</td>
<td>9.54</td>
<td>9.84</td>
<td>10.02</td>
<td>10.20</td>
<td>10.37</td>
</tr>
<tr>
<td>RE</td>
<td>9.00</td>
<td>9.17</td>
<td>9.34</td>
<td>9.50</td>
<td>9.67</td>
<td>9.84</td>
</tr>
</tbody>
</table>

2. 수집된 정보 수집 및 분류

이전 광고에 대한 선호도를 분석하기 위해 사용자의 개
인 정보 또는 웹 로그 데이터를 이용하였다. 사용자의 개인 정보는 광고 시스템에 접속 후 개인 정보를 입력함으로써 획득될 수 있고, 웹 로그 데이터는 사용자의 시스템에 남겨져 있는 history data를 사용하게 된다.
4. 분석 결과

본 논문에서 제안한 광고 시스템에서는 광고가 시간대별 (Hit Count)에 따라 각 분류별 총 광고 금액의 변화를 광고주의 광고금액의 hit(시간)수에 대한 변화량의 형태에 따라 크게 인기 있는 항목, 비인기 항목 그리고 중간 정도의 인기를 가지는 항목으로 분류하였다.

각 항목의 총 투자금액의 hit에 따른 변화추이에서 보듯이 초기에 총액이 450~600 사이의 값을 가지고 있으면서 시작을 하였고, 이러한 항목이 먼저 0으로 값이 내려가 면 다른 항목의 값을 자동으로 선택하게 하는 시스템이다. 특이하게 F 항목은 실험결과에서 나타나듯이 처음부터 광고가 선택이 안된다고 다른 것들이 모두 0에 수렴(convergence)한 뒤에 광고가 서비스되는 것을 보였다.

항목 B와 D는 인기 있는 항목으로 분류할 수 있는데, 그 이유는 하트수가 370회가 될 때까지 모든 광고비가 소진되었음을 나타내었고, 전체의 14%를 차지하는 것을 나타내었다. 370회에서 610회 사이에 떨어진 모든 중간 정도의 인기를 가지는 항목은 총 9개이며, 전체의 64%를 차지한다. 이는 가장 인기 없는 항목 또한 3개이고, 전체의 21%를 차지하는 것을 (그림 13)과 같이 실험결과를 통하 여 확인하였다.

![그림 13. 시각적 표현에 따른 광고비 변화 실험결과](Fig. 13 The Change of Total Investment for each Category according to Time Flow)

V. 결론 및 향후 연구방향

본 논문에서는 개인화된 광고 서비스를 위한 데이터 수집기법으로 사용자 측 포털시스템의 웹 로그파일을 이용하여 사용자의 선호도와 성향을 분석하였고, 수집된 정보의 분류 및 군집화를 위한 방법으로 분류결과 알고리즘을 적용하여 사용자별로 차별화된 광고 서비스가 가능한 방법을 제안하고 실험하였다.

또한, 새로운 방식의 광고 서비스를 통해 잘못된 정보나 생활양식에 대한 예측을 기초 데이터로 하였고, 고객들에게 선정된 광고 서비스 사용자 성향분석과 동일한 과정을 적용시킴으로써 고객이 어떤 상품을 구매하고 싶어지는지를 먼저 예측하여 적절한 광고를 보낼 수 있게 되는 것이다. 이는 인터넷 기업의 대 고객 집합으로서 중요성을 증가되는 현시점에서 소평화이나 웹사이트 광고기의 eCRM을 위한 원주 마케팅의 중요한 기초 데이터로 활용될 수 있다.

향후 연구의 대체로는 분류 데이터의 이전 경과 이후 값 을 적용하고 있어서 인구 통계, 심리적 영향을 참고하여 맞춤 상품을 찾을 수 있게 되면 사용자의 성향을 분석하는데 있어서 좀 더 발전된 형태의 연구가 필요하고, 웹 로지와 사용자 프로파일을 이용한 개인화 광고 시스템과 동적인 웹 정보 검색에서 유전자 알고리즘(Genetic algorithm)을 이용한 최적화된 정보 서비스의 연구가 필요하다.
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